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Optimization-Based Autonomous Air Traffic

Control for Airspace Capacity Improvement

Barig Bagpinar, Hamsa Balakrishnan, and Emre Koyuncu

Abstract

In order to handle increasing demand in air transportation, high-level automation support seems inevitable. This
paper presents an optimization-based autonomous air traffic control (ATC) system and the determination of airspace
capacity with respect to the proposed system. We model aircraft dynamics and guidance procedures for simulation of
aircraft motion and trajectory prediction. The predicted trajectories are used during decision process and simulation
of aircraft motion is the key factor to create a traffic environment for estimation of airspace capacity. We define the
interventions of an air traffic controller (ATCo) as a set of maneuvers that is appropriate for real air traffic operations.
The decision process of the designed ATC system is based on integer linear programming (ILP) constructed via a
mapping process that contains discretization of the airspace with predicted trajectories to improve the time performance
of conflict detection and resolution. We also present a procedure to estimate the airspace capacity with the proposed
ATC system. This procedure consists of constructing a stochastic traffic simulation environment that includes the
structure of the evaluated airspace. The approach is validated on real air traffic data for en-route airspace, and it is

also shown that the designed ATC system can manage traffic much denser than current traffic.

Index Terms

Air traffic control, conflict detection and resolution, airspace capacity estimation, integer linear programming.

I. INTRODUCTION

It is expected that the number of commercial flights will almost double from 26 million to 48.7 million, and
13.5 trillion passenger-kilometer will be flown by 2030, which is almost three times what is flown by airlines
today [1]. Therefore, the airspace capacity should also increase accordingly to accommodate the increase in the air
traffic volume. One of the major barriers in the expansion of the airspace capacity is the workload on the air traffic
controllers (ATCo). Therefore, the future air traffic management (ATM) operations are going to require enhanced
and high-level automation support for routine decision-making procedures, which contain the conflict detection and

separation assurance.
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Development of automation tools for large-scale ATM scenarios is a challenging subject. Firstly, developed
system should contain realistic models that can be implemented to real operation. Overly simplified aircraft models
endanger the operation because of the inaccurate predictions. The simplified conflict resolution strategies also limit
the airspace capacity. Secondly, the algorithm should be highly scalable with respect to the number of aircraft in
order to cope with the increasing air traffic volume. Then, an optimization process should improve the efficiency
of the system, which is desirable for all stakeholders. Finally, the algorithm should be verified on the real air traffic
data to demonstrate its applicability to the real world problems. The main objective of this paper is to develop
highly scalable automation tool that addresses the challenges described above for performing separation provision

task of air traffic controller for en-route operation.

A. Related Studies

There are several studies in the literature associated with conflict detection and separation assurance problems.
All of these studies focus on either free flight concept or ground based operation. The free flight concept does
not contain a centralized traffic controller, and aircraft are responsible from their conflict resolutions that are
performed airborne. The ground based operation corresponds to a centralized air traffic control mechanism. The main
operational difference between the free flight and centralized mechanism is that the flight path intent information
is not used in the free flight approach, whereas it is utilized in the ground based operation during conflict detection
and resolution processes.

In the literature, some studies are centred on conflict detection problem without conflict resolution process. Most
of these works are based on the free flight concept. The work in [2] defines protected zones around aircraft, and then
uses these zones for conflict detection. These zones are propagated for a fixed time horizon to check the potential
collisions. The propagation process is limited to simplified aircraft dynamics. Shewchun et al. [3] consider more
complex dynamics, such as along track and cross track fluctuations, which translates to bearing and acceleration
uncertainties. The authors benefit from Linear Matrix Inequalities and positive semi-definite programming to solve
the conflict detection problem. The probability theory is also studied in free flight to present the conflict detection
as a probability distribution. The work in [4] models the trajectory prediction error as a normal distribution, with
zero mean and a covariance matrix with eigenvectors in the along-track and cross-track directions. The conflict
probability is computed in the horizontal plane according to these stochastic error dynamics. In the study [5], the
authors utilize the predicted trajectories during conflict detection process in horizontal plane by focusing on the
ground based operation unlike the aforementioned probabilistic approach. They focus on finding possible conflict
locations. They use the idea that the conflict detection process can be sped up via a transformation from trajectories
to bins. Vink et al. [6] also utilize the predicted trajectories for conflict detection. In addition, the authors present
unpredictable aircraft dynamics as uncertainty regions around the trajectories, and the conflict detection can be
achieved for 3D trajectories. Both studies assume that predicted trajectories are received from another source such
as Flight Data Processing System (FDPS), hence they mainly work on generated trajectories without using an
aircraft model. The probabilistic methods have also been applied to the ground-based approaches. For instance,

the work [7] constructs a mathematical model by solving a partial differential equation with Dirichlet boundary
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conditions to calculate the conflict probability. The study [8] uses the reachability analysis for evaluating the
possible trajectories and proposes a probabilistic conflict detection algorithm based on the cumulative distribution
function approximation benefiting from Laurent series expansion. The work [9] proposes the generalized polynomial
chaos method to solve the stochastic optimal control problem and estimate the conflict probability. This method is
presented with a simplified aircraft model in horizontal plane. Note that the aforementioned works are limited to
conflict detection, while the automation of the air traffic control system would require algorithms that can perform
both conflict detection and resolution.

There are also some methods that focus only on the separation assurance without conflict detection. The work
in [10] benefits from the potential field method to ensure the safety in free flight. The approach is computationally
cheap, however the potential field methods have inherent limitations, such as being stuck in the local minima and
oscillating solutions in the presence of narrow passages and dense environments [11]. Therefore, it can cause loss
of separation in realistic ATM scenarios. Tomlin’s works [12], [13] present hybrid system frameworks for conflict
resolution in horizontal plane. Although the paper does not directly address the conflict detection problem, the alert
zones and protected zones terms are defined to acknowledge the issue. The resolution maneuvers are generated by
solving the Hamilton-Jacobi-Bellman (HJB) equation. The authors use simplified aircraft dynamics and consider
only conflict resolution in the horizontal plane because of high computational complexity of solving the HIB
equation. In addition to these studies, the work [14] also develops a hybrid automaton for separation assurance in
the horizontal plane. The aforementioned work is mainly about air traffic flow, however the presented automaton
is used to ensure the separation. Overall, these methods have limited scalability regarding the time they take to
generate solution because of the high computational demand, thus it is difficult to use these algorithms in real
airspace. Furthermore, generating resolution maneuvers only on horizontal plan (2D) causes a bottleneck in the
airspace capacity, and it is far from real ATM operation. In many practical situations, vertical maneuvers might
be the only option to ensure the safety. Hence, it is important for an automated ATC system to operate in 3D for
realistic applications.

There are also several studies that address conflict detection and resolution together. In the study [15], the
authors use quadratic programming to model the conflict resolution process, and then the optimization problem
is solved via semi-definite programming combined with a randomization scheme. The algorithm is capable of
conflict detection and separation assurance and also uses flight plans during optimization process. However, the
algorithm has exponential complexity with respect to the number of aircraft, which limits its applicability to large-
scale ATM scenarios. The work [16] follows a similar approach that performs separation assurance via solving a
quadratic program. The problem is also formulated as a mixed-integer programming in the study [17]. In these two
studies, the problem is limited to the horizontal plane, and simplified aircraft dynamics is used to construct the
optimization problem. The study [18] proposes a conflict detection and resolution algorithm based on a stochastic
reachability analysis approach. In this study, the problem is evaluated in the horizontal plane, and the algorithm has
poor scalability regarding the time it takes to generate solution for realistic ATM scenarios. For example, it takes
265 seconds to generate resolution maneuvers for a scenario that contains 8 aircraft. To separate the aircraft, the

work [19] constructs binary linear programs with the altitude change and speed change actions. It does not use any

0018-9251 (c) 2020 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission. See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.
Authorized licensed use limited to: MIT Libraries. Downloaded on November 08,2020 at 16:07:16 UTC from IEEE Xplore. Restrictions apply.



This article has been accepted for publication in a future issue of this journal, but has not been fully edited. Content may change prior to final publication. Citation information: DOI 10.1109/TAES.2020.3003106, IEEE
Transactions on Aerospace and Electronic Systems

IEEE TRANSACTIONS ON AEROSPACE AND ELECTRONIC SYSTEMS 4

aircraft model and assumes that the actions are instantaneous. There is no aircraft dynamics in the method, and it
is not possible to extent the method with different actions rather than the ones implemented. The authors of the
study [20] benefit from the genetic algorithm for conflict resolution after detecting the conflicts via an algorithm
based on minimum bounding box. However, in this method, the computation time is a real issue for large-scale ATM
scenarios. Overall, it can be observed that most of the algorithmic approaches either tend to use simplified aircraft
dynamics and limit the conflict resolution maneuvers to horizontal plane for the sake of reducing the computational
complexity, or tend to incorporate more realistic conflict resolution maneuvers and aircraft dynamics by sacrificing
computational complexity and hence limiting the scalability. There are also some studies that use heuristics to
improve the scalability. In the works [21], [22], the authors create algorithms that emulate the decision process
of an air traffic controller based on the finite state machine. The developed algorithms detect conflicts and ensure
separations in 3D without an optimization process.

In addition to the algorithmic works above, there are also software tools developed for providing decision support.
The tool developed by Yang and Kuchar [23] is based on the free flight concept. The authors benefit from the
algorithm in [4] to achieve conflict detection. The tool supports the decision process of the pilot with a probability
map of conflicts and suggests elemental maneuvers such as heading change, speed change, climb or descent to resolve
the potential conflicts. For the ground-based control systems, NASA’s Center-TRACON Automation System (CTAS)
[24] and MITRE’s URET [25] are developed for providing decision support to air traffic controllers. Both tools
have conflict detection capability without resolution advisory and use flight plans to assist the conflict detection
process.

The other issue is the estimation of the airspace capacity, which is limited by controller workload. In the literature,
there are several studies focus on evaluating the controller workload via complexity metrics. Complexity is described
as “’hard to separate, analyze, or solve” harmonizing with most people’s intuition [26]. According to [27], complexity
is composition of situation complexity and cognitive complexity. Situation complexity is mainly about configuration
of traffic, whereas cognitive complexity is closely related to the decision making process. Cognitive complexity is
also affected from situation complexity. According to [26], [28], complexity drives the workload of an air traffic
controller that is a limiting factor on the airspace capacity. The studies in the literature are mainly focused on
situation complexity. Among all the complexity metrics given in the literature, traffic density is the most basic and
most associated with complexity. As stated by [26], the body of literature seems at the same time to praise the
concept of traffic density as the best available indicator of complexity, and to criticize it that it does not capture
the richness of what controllers find complex. As an alternative, the model of Dynamic Density (DD) is described
as aggregation of different complexity metrics. DD models are presented as either linear combination of different
complexity metrics [29], [30] or non-linear combination of complexity factors as in work [31], which uses neural
networks for non-linear regression. These studies represent several complexity metrics to construct more detailed
mathematical model representations of situation complexity, where traffic density is one of complexity factors.
Besides them, the work [32] proposes fractal dimension as a measure of the situation complexity of the traffic
pattern. The fractal dimension evaluates the number of degree of freedom in the traffic flow. In the [33], air traffic

complexity is defined as the required control effort to ensure the safety when a new aircraft enters into the airspace.
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The authors describe an input-output framework and present a complexity map to evaluate the complexity of a
traffic situation. Despite this lack of inclusion in metrics, the airspace structure is considered as an important factor

for understanding complexity.

B. Overview and Summary of Contributions

This paper mainly focuses on providing a scalable and fully automated ATC system that can be used in the
existing ATM system and redetermining the airspace capacity by the help of designed ATC system. To achieve these
objectives, first of all, we design an aircraft model and guidance procedure to simulate and predict the motion of the
aircraft. Secondly, we model a set of maneuvers that represents the possible choices of ATCo during decision process.
Then, we develop a mapping process based on discretization of the airspace to improve the performance of conflict
detection and resolution and create an integer linear programming (ILP) that uses the sets and matrices derived
from mapping process to ensure the safety in the airspace. Next, we focus on a methodology to redetermine the
airspace capacity that consists of creating a stochastic traffic environment to simulate traffics at different complexities
and defining breaking point of an airspace in terms of different metrics. In consequence of these approaches, the
designed autonomous ATC system has better scalability than previous algorithmic approaches such as [13], [16],
[15]. Moreover, it presents a more realistic approach to the automated air traffic control problem by generating
separation maneuvers in 3D and using detailed aircraft motion models in opposition to some aforementioned
studies such as [2], [14], [17]. It also contains an optimization-based approach to improve the efficiency of the ATC
process, which is a contribution when compared with the previous highly scalable algorithms such as [21], [22].
The optimization process is also a contribution in comparison with the existing software tools such as [24], [25].
Besides, the majority of the existing software tools do not generate a resolution advisory, whereas the proposed
system generates an optimum solution. Furthermore, the effects of the designed system on the airspace capacity are
also investigated, and it is shown that the designed ATC system can manage traffic much denser than current traffic.
Besides, the sub-components of the proposed system can be used individually in different ATM applications. For
example, the trajectory prediction model can be used when dealing with trajectory management, or the mapping
process can be utilized when dealing with mitigation of airspace congestion.

The rest of the paper is organized as follows. Section II explains the aircraft model and the guidance algorithms
that are used in simulation environment and trajectory prediction process. Section III contains the set of maneuvers
that presents the interventions of the optimization-based autonomous ATCo. In Section IV, optimization-based
separation assurance process is presented. Then, the airspace capacity redetermination process is explained in

Section V. Finally, implementations and discussions are given in Section VI.

II. MODELING OF THE AIRCRAFT MOTION AND TRAJECTORY PREDICTION

An aircraft follows its planned trajectory according to flight plan and the interventions of air traffic controller.
To simulate and predict this process, an aircraft model and trajectory tracking algorithms are required. This section
presents the aircraft model and guidance algorithms that will be used in simulation and trajectory prediction process.

The block diagram of the process is illustrated in Fig. 1. The motion of aircraft can be simulated using this structure
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Fig. 1: Simulation of Aircraft Motion and Trajectory Prediction Process. In this diagram, the set of state variables
(x) consists of the horizontal position, altitude, true airspeed, heading angle, and the mass of the aircraft. The set

of control inputs (u) contains the engine thrust, bank angle, and flight path angle.

via numerical integration. In this structure, the aircraft dynamics corresponds to a set of differential equations that is
driven by the control inputs (u) to calculate the state variables (x). The trajectory tracking layer is used to generate
the necessary control inputs to follow the reference trajectory and adjust the speed. The reference trajectory and
speed schedule can be modified by ATC interventions. ATC interventions will be explained in the next section.
This section explains the details of aircraft dynamics, trajectory tracking guidance, reference trajectory and speed
schedule. The proposed structure will be used for the purpose of simulating motion of the aircraft and predicting
trajectories. Whereas simulation corresponds to integration of the system for a small time step, trajectory prediction
refers to calculation of the system variables over a time horizon. The difference between them is also explained in

this section.

A. Aircraft Dynamics

General form of the time-invariant dynamics of the aircraft is considered as:
z(t) = f(x(t), u(t)) z(0) = xo (1

where the z(t) € X C R”, u(t) € U C R™ such that n,m € N and the state o € X is the initial state
of the aircraft. We use a point mass model for the aircraft dynamics, which can be easily derived from basic
aerodynamics and was used in several air traffic control applications [34], [35]. The model can capture dynamics
of a non-aggressive aircraft, so it is suitable for modeling the aircraft in air traffic control applications. Besides, the

performance parameters of this model can be obtained for almost all aircraft types in civil aviation by using the
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Base of Aircraft Data (BADA). The model is a nonlinear dynamical system with three control inputs and six state
variables. The state variables are the horizontal position (xz and y), altitude (h), the true airspeed (v), the heading
angle (1) and the mass of the aircraft (m). The control inputs are the engine thrust (1), the bank angle (¢) and
the flight path angle (). The wind acts as a disturbance on the aircraft dynamics, which is modeled by the wind

speed, W = [wy, wa, w3]. The equations of aircraft motion are:

& = wcos(y)cos(y) + w; (2)

g = wvsin(y)cos(y) + we 3)

h = wsin(y) + ws 4)

2

o = oS+ L 5)
2m m

b = C’;Spvsin(zb) ©)
m  cos(y)

m = —F %)

In the equation set above, aerodynamic lift and drag coefficients are denoted by C and Cp, total wing surface
area is .9, air density is indicated as p, and the fuel consumption is indicated as F'. These coefficients and other
parameters such as bounds on the speed, mass, bank angle, and flight path angle are obtained from the Base of
Aircraft Data (BADA) as in paper [36]. In general, the availability of the performance parameters of different
aircraft types is a problem. Therefore, the BADA has been developed by EUROCONTROL to overcome this issue.
BADA Revision 3.11 [37] provides operations and procedures data for a total of 405 aircraft types. Hence, a model
that is constructed benefiting from BADA covers performance parameters of almost all aircraft types in Air Traffic
Management.

In BADA, the thrust and fuel consumption are presented as functions of altitude, speed, flight phase, and engine
type. The fuel consumption is also affected by the thrust. Note that the thrust and fuel consumption rates are
presented implicitly. For example, the aircraft’s altitude changes gradually when climbing and the fuel consumption
is defined as a function of the altitude, so the fuel consumption varies gradually with regard to the change in the
altitude. For a specific type of aircraft, these functions depend on the flight phase. Therefore, it is necessary to
describe the flight phase of the aircraft as a discrete state that helps to use the appropriate functions. In this case,
the system involves the interaction of continuous and discrete dynamics, which is the fundamental property of a
hybrid system [38]. A hybrid automaton is a model and specification language for hybrid system. It can be used
to evaluate the system dynamics with phased operations.

A hybrid automaton H is a collection H = {Q, X, f,I, D, E, G, R}, with

e ( is a set of discrete states

e X is a set of continuous variables

e f:QxX —TX is a vector field

e I C () x X is a set of initial states

e D:Q — P(X) is a domain

e FC Q xQ is a set of discrete transitions
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Fig. 2: Flight Phase Transitions.

e G:FE — P(X) assigns to each e = (¢,¢') € E a guard

e R:Ex X — P(X) assigns to each e = (¢,¢’) € E and z € X a reset relation
where P(X) indicates the power set or set of all subsets of X. Hybrid automata define possible evaluations of
their state. Roughly speaking, an automaton starts from an initial value (qq,z¢) € I and continuous variable x is

updated according to differential equation

& = flg,) ®)

z(0) = o ©))

the discrete state ¢ remains constant as ¢(t) = go until continuous variable x reaches the quard G(qop,q1) C R"
of some edge (qo,q1) € E. Then, the discrete state changes value to ¢; and the continuous variable may get reset
to some value in R(qo,q1,x) € R™. After this discrete transition, continuous evaluation resumes and the whole
process is repeated.

The hybrid automaton for aircraft dynamics with respect to flight phases is presented in Fig. 2. The set of discrete
states @ is {Climb, Cruise, Descent}, and the set of guard conditions G is described in terms of the altitude of
aircraft h, the desired altitude Hy, and the buffer for altitude transitions €;. The same set of equations (2)-(7) is
used for vector field f in each flight phase, however the functions that calculate the thrust and fuel consumption in

f are differ from each other. The detailed information about these functions can be found in [37], [39].

B. Reference Trajectory and Speed Schedule

The reference trajectory corresponds to a set of way-points WP = {wpg, wp1, ..., wpr} and wp; € R3, which
contains the position information. During the flight, an aircraft follows its reference trajectory and this trajectory can
be modified by Air Traffic Control Operator (ATCo). The speed schedule defines the desired speed of the aircraft.

In BADA [37], the airline procedure model is defined according to engine model that gives the speed schedule as a
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function of altitude and flight phase. In this study, desired speed is defined as the combination of the BADA airline

procedure model and the speed intervention of ATCo as follows:
Va="1u(h,q) + Ve (10)

where, V; and V. are the desired speed and the speed change, respectively. f,(h,q) corresponds to the speed
schedule of the airline according to altitude and flight phase. In the rest of the paper, the flight plan term implies
both reference trajectory and speed schedule. H; corresponds to the desired altitude. When an aircraft flies between
wp; and wp;41, Hy defines the sum of the altitude information in wp;;; and the altitude change H,. given by

ATCo.

C. Trajectory Tracking Guidance

Trajectory Tracking corresponds to generate the required control inputs (e.g. bank angle and flight path angle)
for an aircraft to follow the reference trajectory. In trajectory tracking, two control functions are combined for
lateral and longitudinal motions. In the longitudinal part, the desired velocity and target altitude are reached by
calculating the required flight path angle. The lateral control part includes the straight line controller, turn controller,
and heading controller. These controllers calculate required bank angle to follow a horizontal path. In addition to
them, a speed controller adjust thrust of the aircraft to keep the speed at the desired level during cruise.

1) Longitudinal Controller: The longitudinal controller determines the flight path angle. There are two different
controllers, and one of them is used as longitudinal controller according to the flight phase. In climb and descent

phases, the controller calculates the flight path angle according to desired speed with the following equation:

. T—-D Vd—’U 1
Y = Maxq Ymin, MNY Ymazx, T_ At ; (11)

where, D is the drag. V; is a function of h, so this controller calculates the necessary flight path angle to reach

the desired altitude and keep the desired speed.

In cruise phase, there is a proportional controller to compensate the steady state error of the altitude as follows:

v = maX{’ymm,min{vmam ko(Hg — h)}} (12)

2) Lateral Controller: This controller calculates the bank angle to follow the path on the horizontal plane. Two
different controllers are used with a switching mechanism as lateral controller to generate the bank angle, which
are straight-line controller and turn controller. In addition to them, there is a heading controller that is used in a
special case.

a) Straight-Line Controller: This controller generates required bank angle, ¢, to follow the straight line between
two way-points in horizontal plane. PLOS (pursuit and line-of-sight) guidance algorithm [40] is used to perform
this controller. In Figure 3a, the straight-line between two way-points, W; = [z;, y;] and W, 11 = [2;11,Y:i41), and
the position of aircraft, p = [x,y], are shown. S is the target location that aircraft tries to reach. If S is taken as

W41, heading angle rate, 7,/}1, can be expressed as (14) by pure pursuit guidance law.
g = arctan2(y;41 — Y, Tir1 — ) (13)

Un ki (a — ) (14)
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(a) Straight Line Path (b) Circular Motion

Fig. 3: Straight-Line and Arc Geometry.

where & is the gain.
The LOS (line-of-sight) guidance law ensures that the angle between W; and the aircraft is the same as that of

the angle between W,; and W, ;. The LOS guidance law is given by expression (19) with gain ks.

0; = arctan2(yir1 — Yi, Tit1 — X;) (15)
0., = arctan2(y —y;,z — x;) (16)
R, = [[W;—p| (17)
d = Rgsin(0; —0,) (18)
Vo = kodsin(0; — 0,) (19)

The combined guidance law is given as (20) and bank angle is calculated as (21).

Vo= 4+ (20)

¢ = max{ - ¢mam7 min{¢ma:va arCtan (?) }} (21)

b) Turn Controller: Turn controller provides necessary bank angle to follow a circular trajectory that is centered
in W, = [2,,y,] with radius r as shown in Figure 3b where the position of aircraft is p = [z,y] and S is the
target location that aircraft tries to reach. If S is taken as tangent point to the line joining the aircraft and the loiter
circle center, then desired heading angle is calculated by expression (27). Then, heading angle rate, 1/}1, for desired

heading is ensured by expression (28).

0. = arctan2(y — yo, T — o) (22)
arccos( 75+ ) for left turn
a= &t (23)
—arccos(g)  for right turn
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S = [zs,ys 24)

Ts = o+ rcos(f, + ) (25)

Ys = Yo+ rsin(f, + @) (26)

Ya = arctan2(ys — Yo, Ts — To) (27)

b1 = ki(a—9) (28)

Another heading angle rate, o, is generated to decrease the cross-track error (d) with gain ko as expressed below.
d = |[[Wo—pl—r (29)
Yy = kad (30)

The combined heading angle rate is provided as (31) and bank angle is calculated as (32).

¢ = "/}1+¢2 31

o= max{ — Gmaz min{¢mm, arctan (¢gv> }} (32)

c) Heading Controller: Heading controller turns the aircraft to desired heading by arranging the necessary

bank angle and keeps this heading value as stable. The heading angle rate and bank angle are calculated as follows:

v o= k(Ya—) (33)

o= max{ — Omazs min{aﬁmam, arctan <¢gv> }} (34)

This controller is only used to direct the aircraft to a new way-point that is not found in the original flight plan.
d) Transitions between Horizontal Controllers: In any stage of the flight, only one of the straight-line, turn and
heading controllers is operated as lateral controller as presented in Fig. 4. The system is initialized with straight-
line controller. Assume that the aircraft has a list of way-points and it is flying between wp; and wp;+1, where
1 symbolizes the current flight segment in the flight plan. All of the segments of the flight can be presented via
lines between consecutive way-points, and the transition between two lines can be presented as an arc as in fly-by
transition approach. In this case, the reference trajectory consists of lines and arcs. The position [Z;+1 in, Yi+1,in)
defines the entry point of the arc between the line lyyp, wp,,, and lin€ lyp,, ; wp,,,. The straight-line controller
calculates the bank angle to follow the line Iy, wp,,, until the transition condition d;; 1, < €4, which describes

reaching the entry point of the arc, and d;11 4, is computed as follows:

dit1,in = \/($i+1,m — )%+ (Yit1,in — Y)? (35)

where, [z, y] is the current position of the aircraft. Then the turn controller is activated, and it generates the bank
angle to follow the arc until catching the course of the next line lyp,. , wp;, ., Which is symbolized as 0;. There
is also a reset relation ¢ := ¢ + 1 in the transition from Turn to Straight — Line that specifies passing the
current trajectory segment. The heading controller is only triggered when a new way-point is added to the reference

trajectory as the next way-point wp;41 or the next way-point wp;4; is modified. The switch o turns to 1 when
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di+1,in < &y

Straight-Line

16 - 6i1] < g

Heading

Fig. 4: Transitions between Horizontal Controllers.

the next way-point wp;4 is changed, then the heading controller adjusts the direction of the aircraft towards to
the next way-point until the heading of the aircraft gets closer to the course of the line lyyp, wp,. - Afterwards, the
switch of the special case o turns to 0, and the straight-line controller takes over as the lateral controller. When
the aircraft reaches the last way-point of the reference trajectory, the controllers are deactivated and the process is
terminated.

3) Speed Controller: The last controller aims to hold the speed at the desired value for the cruise phase. It
arranges the thrust to keep the speed with proportional control. The speed controller is only active during cruise

phase because the longitudinal controller already adjusts the speed in climb and descent phases.

D. Simulation and Trajectory Prediction

It is important to emphasize the difference between simulation and trajectory prediction from the stand point of
this study. The simulation refers to the proceed one step at a time. Let us consider a simulation environment that
contains several aircraft, which fly according to different flight plans. The simulation process contains movements
of the all aircraft in the environment, and ATCo can intervene any aircraft at any time step of the simulation. During
the decision process, ATCo uses the trajectory prediction as a tool to calculate the future states of the aircraft and
decide which action is better for an aircraft. The trajectory prediction can be performed via the reference trajectory
to check the possible conflicts or a modified trajectory to forecast the consequences of an action. Of course we will
use same aircraft model and trajectory tracking algorithms for both simulation and trajectory prediction. However,
they correspond to the different parts of the real operation. While the simulation environment corresponds to the
virtual version of the real operation in an airspace, the trajectory prediction refers to the calculations of the future

states of the aircraft during decision process.

III. ATCO INTERVENTIONS

The purpose of air traffic control is to ensure the safe and efficient flow of air traffic. To prevent collisions, an

air traffic controller (ATCo) ensures that each aircraft maintains a minimum amount of empty space around it at all

0018-9251 (c) 2020 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission. See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.
Authorized licensed use limited to: MIT Libraries. Downloaded on November 08,2020 at 16:07:16 UTC from IEEE Xplore. Restrictions apply.



This article has been accepted for publication in a future issue of this journal, but has not been fully edited. Content may change prior to final publication. Citation information: DOI 10.1109/TAES.2020.3003106, IEEE
Transactions on Aerospace and Electronic Systems

IEEE TRANSACTIONS ON AEROSPACE AND ELECTRONIC SYSTEMS 13

times. The interventions of the ATCo are denoted as maneuvers. At any time during the flight, the ATCo can give
a maneuver to an aircraft to ensure its safety. In this section, we define the set of maneuvers that will be used for
separation assurance. Note that the term ’Null Action’ is used to refer to following the current trajectory without

any change; it can also be given by an ATCo as a maneuver.

A. Speed Change

A speed change corresponds to the modification of the desired speed. As presented before, the speed schedule
contains the speed information according to the flight level, and the desired speed of the aircraft is the combination
of the speed schedule and the speed change as in Eq. (10). At any time during the flight, ATCo can give a speed
change to an aircraft by adjusting the V... The desired true airspeed of the aircraft is updated according to the speed

change, and the true airspeed is held at the desired value with the controllers.

B. Altitude Change

As the speed change, the altitude change includes the adjustment of the schedule. Let us consider that the aircraft
is flying between wp; and wp;11, then the planned altitude of the aircraft is presented in wp;1 as h;41. The
desired altitude of the aircraft refers to the sum of h;,; and the altitude change H.. And the ATCo can modify
the H.. When ATCo changes the value of H. or V. for an aircraft, this modification continues until the end of the
flight without affected from the other interventions. These variables can be set to another value only with another

intervention of the ATCo to these variables.

C. Direct Routing

An ATCo can make an aircraft skip a sequence of way-points, a maneuver known as Direct Routing. Direct
routing can involve skipping next way-point or the next 2-3 way-points as shown in Fig. 5. In Fig. 5, three different
scenarios are illustrated. An action is given to the aircraft at time ¢ = 40s for each scenario. These actions, ‘Null
Action’, ‘Direct Routing 1’ and ‘Direct Routing 2’ correspond to following the current trajectory, skipping the
next way-point, and skipping the next two consecutive way-points, respectively. Before implementing the action,
feasibility is always checked. If the action is not feasible, then *Null Action’ is implemented instead of the given
action. For example, it is not possible to skip the next four consecutive way-points in the scenario in Fig. 5, so

‘Null Action’ is performed when ‘Direct Routing 4’ is requested.
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Fig. 5: Direct Routing Action.

D. Course Change

Course change refers to changing the current reference course of the aircraft. It is implemented by modifying

the next way-point wp;;1 in the flight plan, using Equation (40).

0; = arctan2(y;+1 — Yi, Tit1 — i) (36)
div1 = V(@is1 — )2 + (Y1 —y)? 37
Tpew = «+dipqcos(0;—0.) (38)
Ynew = Y+diy1sin(0; —0.) (39)

wpit1 = [Tnew Ynew, Nit1] (40)

where, 0;,d;+1 and 0. define the current reference course, distance from the aircraft to the next way-point, and
course change, respectively. The course change 6. can be positive or negative depending on the direction of the
motion. While one of them decreases the length of the path and acts like a direct routing action, the other one

causes delay, as illustrated in the scenarios in Fig. 6.

E. Vector for Spacing

Vector for spacing (VFS) is a kind of delaying motion. It deviates the aircraft from the reference trajectory to

cause a delay. It is implemented by inserting a new way-point between the current wp; and wp;+1, as calculated
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Fig. 6: Course Change.

via Equation (43). After adding the new way-point to the flight plan, the new way-point will be the wp;.

Tpew = x+1l.cos(0;—0.) 41)
Ynew = Y+lcsin (97 - 9(’) (42)
WPnew = [xnewa Ynew, hi+1} (43)

where, [, and 6. symbolize the distance from the aircraft to the new way-point and course change, respectively.
Both I, and 6, are the inputs of VFS action. An example scenario is illustrated in Fig. 7. This maneuver always
contains a feasibility assessment before implementation. Before adding wpy,,, to the flight plan, the inequality (44)

is checked. If this inequality is ensured then the action is given, otherwise 'Null Action’ is implemented.

V@i =22+ Girm —9)? > L5k (44)

F. Holding Pattern

Holding defines a racetrack pattern based on a reference position. In this study, this reference position is given
as the position of the aircraft when the holding maneuver is activated. The procedure begins with a semi circle,
followed by a straight-line, a semi-circle, and another straight-line. A standard holding pattern uses the right-side
as the turn direction and takes approximately 4 minutes to complete. Each semi-circle takes a minute; in the same
way, we also standardize the flight duration for the 180° turn as approximately a minute via appropriate turn radius,
which is calculated using Equation (46). However, the flight duration of straight ahead sections ¢; is given as input
parameter for the pattern. The example scenario presented in Fig. 7 contains a holding pattern for ¢; = 30s, which

takes approximately 3 minutes.
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Fig. 7: Vector for Spacing and Holding Pattern.

Or = max{ — Omaz min{q&mm, arctan (1/);)) }} (45)

2

™ gtane) 4o

I, = vt 47

where, ¢, and 7,/.17« are the reference bank angle and turn rate for the calculation of the radius. zZ}r is chosen as 3°
per second to complete 180° turn in a minute. /;, defines the length of the straight ahead sections, which is adjusted
via t;. The holding pattern is implemented in level flight, whereas all of the other maneuvers can be implemented

during climb, descent or cruise. The aircraft can climb or descent after completing the holding pattern.

IV. OPTIMIZATION-BASED SEPARATION ASSURANCE

An airspace can be discretized using a grid structure to speed up the conflict detection and resolution process.
In an en-route airspace, the vertical separation minima d; is 1000 ft where Reduced Vertical Separation Minima
(RVSM) is applied, and the horizontal separation minima d” is 5 NM. These values are also used as minimum
separation distances in this study. Therefore, in discretized airspace, the flight levels are defined in thousands of
feet (e.g., FL290, FL300, FL310 etc.), and the edge length of the square cells is chosen as 10 NM. In this study,
we use double-layer grids for each flight level in sector to discretize the airspace. A double-layer grid consists of
two non-overlapping grids where the edge lengths are equal, and the corners of the cells in the first grid overlap the
centers of the cells in the second grid. Assume that two aircraft are flying north south direction at two neighboring

cells in the first grid with violation of the separation, in this case, the conflict cannot be detected by checking the
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cell occupancy in this grid. Thus, we use double-layer grids to catch overlooked loss of separation at the borders
of the cells. We maps a predicted trajectory into the grid structure via matrices, where each element of a matrix
corresponds to a specific cell in the grid. We introduce the mapping process for a grid, then same process can be
applied for the other grid. Firstly, we focus on the mapping process, and then we continue with formulating the
optimization problem.

The trajectory tracking algorithm computes an action trajectory @, which is a function of the current situation and
flight plan. Starting from some initial state x({y) at time to, a state trajectory is derived from an action trajectory
U as:

to+T
x(te+T) = x(to) Jr/ fla(t),u(t))dt (48)

to

which integrates the state transition equation & = f(z, ) from the initial condition z(¢(). Let A be the set of
aircraft and 7 be the set of interventions or maneuvers. For an aircraft a € A, the @ is also affected from maneuver
m € T at time ty. Let Z(a, m) denote the state trajectory or predicted trajectory over the interval [tg,to + 17,
obtained by integrating (48), for the aircraft a € A with the maneuver m € Z, where the planning horizon is 7.

Let M« be the set of k x I real matrices. A matrix A € M is called a Boolean matrix if its entries a; ; € D,
where D = {1,0}. The set of k x [ Boolean matrices is donated by Byy;. Let A = (a;;),B = (bi,j) € Bixi.
Then, ~A = (—a;,;), ANB = (a;; ANb; ;) and AV B = (a;; Vb; ;). Let L = (l; ;) € My, then the Hadamard
product Bo L is given as Bo L = (b; ;- 1; ;). Let N = (n; ;) € My, then the min and max operations between
L and N are described as min(L, N) = (min(l; ;,n; ;)) and maxz(L, N) = (maz(l; ;,n; ;)), respectively.

Let F be the set of flight levels (FL). Let us define g({’m € Brxi, sﬁym € Mgy and e{;m € M.« that contain
location, entry time and exit time information for the corresponding cell of the grid, respectively. These matrices
are calculated for the aircraft a € A using Z(a,m). Let G denote a grid and ¢; ;; denote a specific cell in this
grid, where (7, j) corresponds to horizontal location of the cell and k corresponds to flight level f € F. The cell
is a three-dimensional object, and & specifies the center of the object along altitude axis. The height of the cell is
2Ah — 2¢p, where Ah defines the altitude difference between two consecutive flight levels and €, symbolizes the
altitude buffer. In this case, the two consecutive cells ¢; ; ; and ¢; ; x+1 have overlapping volume between F'Lj, and
F L. Therefore, an aircraft is assigned to both cells when climbing or descending between F'Lj and F L.
Let the entry in the i’ row and j*" column of the matrix g7, s, or e/, be denoted as (..); ;. The entries of

these matrices are expressed as follows:

1 Z(a,m)Neijp#0
(9 )i = " 9)

0 otherwise

tin . —t, T(a,m)Ncijr#0
i,7,f b ’ 1,9, f
(shm)ig =13 " (50)

M otherwise

tout 4 ty ic(a7 m) Ncigf 75 )
(6577”)1‘,3' = n 619
0 otherwise
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where M is a large enough number, typically chosen greater than an upper bound on the planning horizon. The

parameters t;’g s and tg”}tf denote the entry time to the cell ¢; j r and exit time from the cell ¢; ; s, respectively.

The parameter ¢, is the time buffer.
Let us consider the case in which maneuver is the null action, which is symbolized as mg. Let a, and a, be the
different aircraft in the airspace. The matrix ggjp_mm , bresents the intersections of the predicted trajectories without

any interventions, which is given as follows:

d = gl mo N (52)

gapyq,m,o gap,mo aq,mo

Let us introduce two new matrices sg;p and egp ,.mo that contain the maximum values of the entry times

q,™Mo

and the minimum values of the exit times for the simultaneously occupied cells. The matrix 63; ,myo contains the

time differences between sf;p and e{;p ,.mo- Lhese matrices are calculated as follows:

q,"M0
Sgp,q,mo = max(gc{p,q,mo © Sé,,,moaggp,q,mg © qu,mo) (53)
el pme = Min(gl o€l gl g 0 €l m,) (54)
f _ f _of
6ap,q,mg - Sap,q,mo eap,q,mo (55)
The entry ((55%(17,710)1', 4 of the matrix 6C{p1qm0 corresponds to the time difference between aircraft a, and a, for
the occupation of the cell ¢; ; ;. If (5£p q,mo)L j = 0, then there is no conflict between them in the cell ¢; ;, ¢, because

they are not in the cell simultaneously. In the case of (6{; i,; < 0, there may be a conflict between them in

qva)

the corresponding cell. Let Tafp and 7,, . .m, denote the sets of ordered pairs (t1,t2) with first element from

g0

s[{%mmo and second element from egjwmo for f € F'. These sets are defined as follows:
T amo = L, )i (€, mo)id) + (8L, mo)ig < O} (56)
Taygmo = \J T2 omo (57)
feF

The set 74, ,,m, contains all time pairs that are candidate time intervals for the loss of separation between the
aircraft a, and aq with mg. If 74, , m, = 0, then the two aircraft have already necessary separation for the planning
horizon 7', otherwise there may be a loss of separation at the candidate time intervals between the aircraft a, and

aq. The set of conflicted aircraft A, is described as follows:
A. = H{ap:Va, € AVa, € A\{ap},V(t1,t2) € Ta, ,.mo>
€ [ta, o] (Hhap,mo(t) - haq,"m(t)H <dg A

(), () agmo — (@), Y())agmoll < d2)} (58)

where, d° and d" symbolize vertical separation minima and horizontal separation minima, respectively. The pa-

rameters (x(t),y(t), h(t))a,,m, and (x(t),y(t), h(t))a,,m, belong to Z(a,,mg) and Z(as, mo), respectively. The

ap,

set of separated aircraft A,, which have separation without ATCo’s intervention, can be presented as the relative

complement of A, with respect to the set A as follows:

A, = AA (59)
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Let a, € A, and a, € A. be two different aircraft in the airspace. Let matrix ggn be the logical disjunction of
the all matrices g,{mm as in Eq. (60) that presents the all visitable cells at the flight level f for the aircraft a,, with
the all possible maneuvers in the set Z. By using the matrices ggn and ggfr, the matrix gl{m% can be expressed as
in (61), which contains intersections of the all possible trajectories of the aircraft a,, and a, at flight level f via
the maneuver set Z.

9. =\ 9, m and gl =\ gl . (60)
meTL meL

g, = 9l nal, 61

Let m, € Z and m, € Z be interventions for the aircraft a,, and a,, respectively. Then, the time matrices

f f f ia gf .
St Cln i and 5an,mmu,u can be calculated via Ya,.,. as follows:
f — f f f f
San,r,mu,v - max(gan,r © Sammu’ gan,'r‘ ° Sar,my) (62)
f — in(al f f f
ean,ramu,v - mln(gan,r o ea7umu’ gan,r ° earvmv) (63)
f _ of _ T
6an,1‘amu,u - san,ramu,v ean,'r‘amu,v (64)

As mentioned before, there is no conflict in the corresponding cell between the aircraft a,, and a, with the
maneuver m,, and m,, if (6£n’7‘7mw)i7 j = 0, there may be a loss of separation otherwise. Let us consider a special
case that the aircraft a,, visits a specific cell ¢; ; y with a specific maneuver m;, whereas it does not visit this cell
with another maneuver ms and the aircraft a, also visits this cell with maneuver m,. In this case, the (ggn’r)i’j

turns to 1. When aircraft a,, flies with maneuver meo, this situation does not cause any problem in terms of conflict

detection because of the large number M in the (s  ); ;. In any case, (6

G g an,m,mz,u)iaj > 0 because of the large

number M in the (s{:n - )i,j» where the aircraft a,, does not visit the cell ¢; ;  with maneuver mo.

The set 74, ,,m, , can be obtained as previously presented:

TJ,L,mmu,v = {((Sgnvr,m,uw)i,j,(egnmmuyu)@j)2
(67, )ig <O} (65)
Tammamu = \J Tdnrimun (66)
feF

Let us define a new set P.. that consists of ordered quadruples. Each quadruple contains a specific maneuver
pair for two aircraft that cause a loss of separation when these maneuvers are implemented together. The set P,

is given by the following expression:
Pcc = {(anvara muvmv) : van S Acavar S Ac\{an}v
V., € Z,Ym, € I,Y(t1,t2) € Ta, . my..» (67)

Jt e [t17t2] (Hhan,mu (t) - ha7-,mv (t)H < dg A

”(x(t)ay(t))an,mu - (x(t)7y(t))ar7mv < d?)}
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Let us consider the case in which the aircraft a,, € A., whereas a,, € A,. ATCo prefers null action than other
maneuvers when an aircraft has separation. Therefore, in this study, the aircraft a, € A, takes null action, while
one of the maneuvers in the set Z can be given to the aircraft a,, € A.. The matrix g(J:n’T can be calculated with
the Eq. (61) as previously presented. However, the matrix gé’:r should be described as in the expression (68) instead
of the expression (60). The rest of the matrices and sets are calculated via expressions from (62) to (66), where
m, is taken as my.

gl =\ 9, and gl =gl . (68)
meZL

Then, the new set P., that consists of the restricted maneuvers for specific aircraft in the set A, because of the

violation of the separation with an aircraft a,, € A, can be described as follows:
P.s = {(an,my): Va, € A, Va, € As,Ym, €T,
V(t1,t2) € Tap, . imu.» It € [t1,12]
(W, (8) = Py (D] < A (69)
1€z (®), () — (@), Y())a,mo |l < d2)}

By using the defined sets and matrices, an integer linear programming (ILP) is formulated to ensure the safety

in the airspace, while optimizing the separation assurance process as follows:

min Y S (faum + CTtam)Tam — Y CoTaumg (70)

meZ acA. acA.
subject to
'Tanym’u. + xar,mu S 1 V(an, ar7 mu; mv) S Pcc (71)
Ta,m, = 0 V(an,my) € Pes (72)
Y Cam = 1 VaceA (73)
meL
ZTom € {0,1} Yae A,,VmeT (74)

where, z,,,, for all @ € A. and m € Z are binary decision variables such that the variable z, ,, is equal to 1
if aircraft a takes maneuver m as an action, and zero otherwise. The parameters f, ., and t,,, define the fuel
consumption and travel duration, respectively. The parameter C1 is the cost index. The combination of the f, ,,
and t, ., is defined as the total cost of the flight and presented as the first term of the objective function (70),
whereas the second term of the objective function prioritizes the null action. In implementations, the ¢y will be
chosen much greater then CI to prevent intervention if it is unnecessary in terms of separation. Constraints (71)
ensure that restricted maneuver pair, which cause loss of separation, are not given together. Constraints (72) ensure

that an action that causes a conflict with an aircraft a, € A,, which already has separation, is not chosen.

V. AIRSPACE CAPACITY REDETERMINATION

In the current ATM system, the maximum amount of workload that ATCos are able to sustain imposes the limits

on the capacity of the airspace. In an automated ATM system, the capacity of the airspace should be redetermined
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Fig. 8: Flight Plans in ISTANBUL ACC for a Standard Day. This figure illustrates the reference trajectories of all
aircraft that operate during a standard day in the ISTANBUL ACC.

according to designed algorithms. This section presents the identification method of the airspace capacity according
to developed autonomous air traffic control system. The capacity estimation bases on making simulations for different

traffic densities to obtain the critical capacity of the system.

A. Stochastic Traffic Simulation Environment

We construct a traffic simulation environment to simulate the daily traffic in an airspace with desired throughput.
The traffic simulator consists of two stochastic processes. The first process determines which reference trajectory
is followed by an aircraft and the second stochastic process generates the entry time of the aircraft to the airspace.

Let R; be the set of the reference trajectories such that R, = {WP,,WP,,..., WPy}, where WP; =
{wpo, wp1, ...,wpr} and wp; € R3. Let R, denote the set of usage probabilities of the reference trajectories
in R, such that R, = {p1,p2,...,pm} and Zi\il p; = 1. A reference trajectory r; € R; is assigned to the aircraft
a randomly based on the probabilities in R,,. The set R; and R, are extracted from the real flight plan data of
the aircraft, which operate in the corresponding airspace. In Fig. 8, the reference trajectories of the all aircraft that
operate during a standard day in the ISTANBUL ACC (area control centre) are illustrated. Some of the reference
trajectories are flown more than others. The utilization frequency of a reference trajectory is used to generate the
usage probability of this flight plan and all of the reference trajectories in the real operation are assigned to the set
R+ by removing duplicates.

After constructing the simulation environment for a sector with the sets R; and R, the only input for the
environment is the traffic density N that denotes the total number of flights during the day. The second stochastic

process determines the entry times of the flights into the airspace according to N. We want to keep the workload
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of the ATCo approximately at the same level during operation and operating with a flat demand profile rather than
having peak and off-peak hours is a fact when the demand is close to the capacity of the airspace. Therefore,
the entry times of the flights during the day are modelled as a Poisson process. It is more convenient to define a
Poisson process in terms of the sequence of interarrival times, X1, X, ..., which are defined to be independent and
identically distributed (i.d.d.). A renewal process is an arrival process for which the sequence of interarrival times is
a sequence of i.d.d random variables and a Poisson process is a renewal process in which the interarrival intervals
have an exponential distribution function; i.e., for some real A > 0 each X; has the density fx(z) = Xexp(—Az)
for x > 0. To simulate a Poisson process with rate A, the i.d.d. random variables X, X, ..., Xy are generated,
where X; ~ Exponential(A). Then, the arrival times are given by T; = 22:1 Xp. In our case, the arrival times
correspond to the entry times of the aircraft into the airspace and \ equals to 86400/N, where N is the traffic
density and 86400 refers to 24 hours in terms of seconds.

In the simulation environment, each aircraft enters into the airspace at its entry time, however there is also a
collision detection mechanism at the border, which shifts the entry time of a problematic aircraft. If the incoming
aircraft leads to a collision with another aircraft when it enters into the airspace, the incoming aircraft is held at the
entrance until a clearance. For the initialization of the state variables of an incoming aircraft, the initial position,
altitude and heading angle are obtained from its reference trajectory. As previously mentioned, the speed schedule is
presented as a function of altitude, and the initial speed of the aircraft is determined according to its initial altitude.

And, the initial mass of the aircraft is taken as the nominal mass presented in BADA.

B. Breaking Point Analysis

The breaking point corresponds to the critical capacity of the airspace in terms of a specific metric, where the
probability of the metric greater than the acceptable metric level has a sharp transition. This metric can be about
safety, performance, efficiency, etc. Let S be a specific metric and S, be the acceptable level of this metric. The
number of aircraft n is the breaking point or the metric-specific capacity of the airspace if P(S(n—1) > S,) <b
and P(S(n+1) > S,) > 1—b, where b € (0,0.5) and S(n) is a non-decreasing function [41]. The capacity of an
airspace can be affected from several metrics. In this case, a critical capacity value n; is generated for each metric
S; and minimum of them is taken as the capacity of the airspace, n = min(ny,na,...,n;). It is also possible to
define critical capacity as a range instead of a single number. In this case, the n is defined as a range [n!, n*] and
it corresponds to the critical capacity of the airspace if P(S(n! —1) > S,) <band P(S(n*+1) > S,) >1-b,
where b € (0,0.5).

In this study, we use four different metrics to determine the airspace capacity. The collision per hour is presented
as safety metric that corresponds to the number of collision in the airspace during an hour and the acceptable limit
of this metric is taken as 0. The second and third metrics are about efficiency that are defined as extension of total
cost per flight and extension of travel duration per flight. As previously presented, the total cost corresponds to
the combination of the fuel consumption and travel duration as f, ,, + CZt, m. The acceptable limits of them are
defined as 0.1% and 3%, respectively. The last metric is about the time performance of the optimization process. In

the simulation environment, the presented optimization problem is repeatedly solved with time period § to ensure
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TABLE I: The Set of Maneuvers.

Maneuver ID Maneuver
0 Null Action
1 Direct Routing 1
2 Direct Routing 2
3 Speed Change, V. = 10 m/s
4 Speed Change, V. = —10 m/s
5 Altitude Change, H. = 2000 ft
6 Altitude Change, H. = 4000 ft
7 Altitude Change, H. = —2000 ft
8 Vector for Spacing, (0¢,1c) = (30°, 15 km)
9 Vector for Spacing, (0¢,1.) = (45°, 15 km)
10 Course Change, 6. = 20°
11 Course Change, 6. = —20°
12 Holding Pattern (Circular)

the safety in the airspace. If the execution time of the optimization process is smaller than § seconds, it will be
applicable with time period . Therefore, the last metric is chosen as execution time of the optimization process
and the acceptable limit is taken as J seconds. In implementations, the optimization-based ATCo generates actions
every 20 seconds, so the acceptable limit is taken as 20 seconds. If the time period of the algorithm creates a
bottleneck in the capacity, it can be increased easily or more powerful hardware can be used to improve the time
performance of the algorithm. However, evaluation of the time performance is necessary to check the applicability

of the chosen time period.

VI. IMPLEMENTATIONS

In this section, firstly, several example scenarios are analyzed to show the working principle and validity of
the optimization-based autonomous ATC system, and then the results of the simulations in the stochastic traffic
environment are evaluated to determine the capacity of a specific airspace and analyze the solution strategies of the
autonomous system. In simulations, the performance parameters of Boeing 737-800 are used for all aircraft in the
sector, if the aircraft type is not expressed. During the implementations, the set of interventions Z consists of 13
different maneuvers as presented in Table I. This set can be rearranged by adding new maneuvers or removing some
of the maneuvers. The chosen maneuvers are rational and applicable to the real ATC system. When adding a new
maneuver, it is important to consider the constraints in the real system. For example, the speed change cannot be
high because of the dynamic limitations and high fuel consumption, or the altitude change should be proportional
to the amount of 2000 ft because of the fact that eastbound flights use odd flight levels, whereas westbound flights
use even flight levels with 1000 ft vertical separation during standard cruise operation. In this section, we also

perform an analysis about the efficiency of the chosen maneuvers.
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A. Example Scenarios

We perform three different scenarios to demonstrate the basic working principles and validity of the autonomous
ATCo as illustrated in Fig. 9. In the scenario 1, four aircraft fly towards each other in the FL320 as shown in Fig.
9a, where dashed lines correspond to reference trajectories of the aircraft. The ATCo is activated at ¢ = 50s and it
generates the optimum actions, then aircraft follow the intervened trajectories after the ATCo’s action request that
are direct routing for the green and orange aircraft and altitude change for the red aircraft as illustrated in Fig. 9d.
After the ATCo’s intervention, the conflicts are resolved and there is no collision during simulation. As presented
in Fig. 9d, the ATCo decreases the altitude of the red aircraft to prevent the collision. It prefers descent to climb
because of less fuel consumption during descent. The scenario 2 contains an additional aircraft in the airspace as
shown in Fig. 9b and this aircraft is in the set of separated aircraft A, which has separation with the rest of the
traffic. As presented in Fig. 9e, the ATCo increases the altitude of the red aircraft instead of decrease as in previous
scenario. It is shown in this scenario that the intervention to a conflicted aircraft does not cause a loss of separation
with a separated aircraft. In the scenario 3, which is illustrated in Fig. 9c, we perform a complex scenario that
consists of four conflicted aircraft in the four different flight levels and altitude change of an aircraft can cause
another conflict with an aircraft in the other flight levels if this situation is not evaluated during conflict resolution
process. The autonomous ATCo resolves the conflicts in this scenario at ¢ = 50s and there is no collision during
simulation after conflict resolution as presented in Fig. 9f. Let us focus on the aircraft that operate in FL360. The
blue aircraft is climbing from FL340 to FL380 that has a trajectory intersection with the purple aircraft in FL360.
The potential collision between them is prevented by giving vector for spacing to the purple aircraft. Because of the
vector for spacing, the purple aircraft has also separation with the brown aircraft and the red aircraft in the same
flight level. As presented in this example, the conflict resolution mechanism considers climbing and descending
traffic when ensuring the safety in a flight level and an intervention to a specific aircraft does not cause an additional
conflict with another aircraft. Moreover, as shown in this scenario, the autonomous ATCo can manage a complex
traffic that is really challenging for a human operator.

We also perform an additional scenario with different types of aircraft to show how the proposed method handles
several aircraft models. We use the same scenario that was presented previously as scenario 1. However, in this
case study, the types of aircraft are different. The flight plans are illustrated in Fig. 10a, where Blue is a Boeing
737-800, Red and Orange are Boeing 747-8F, Green is a Cessna Citation CJ3. In the airspace, there are 4 aircraft
from 3 different wake turbulence categories. Red and Orange are heavy jets, Blue is a medium aircraft, and Green
is a light aircraft. The aircraft are intervened by the ATCo at ¢ = 50s, and the ATCo gives direct routing for the
red and orange aircraft and altitude change for the blue aircraft as shown in Fig. 10b. After the intervention, the
conflicts are resolved and there is no collision during simulation. Although we use the same scenario in the current
case study and the first case study in Fig. 9, the ATCo generates different actions for some of aircraft because of
different performance models. For example, the red aircraft obtains altitude change in the first case study, while it
obtains direct routing now. In the current scenario, the ATCo intervenes the heavy aircraft (i.e., red and orange)

with direct routing, while the light aircraft (i.e., green) has no intervention. And the ATCo decreases the altitude
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of the medium aircraft (i.e., blue). The ATCo tries to minimize the total fuel burn in the airspace, so it gives direct
routing for the heavy aircraft because of their high fuel consumption, and the light one follows its planned trajectory
without intervention because of its low fuel consumption. The altitude of the medium aircraft is decreased to ensure
the separation while minimizing the fuel consumption. The priority of the ATCo is determined according to the fuel
burn of the aircraft. Therefore, its first action is to give direct routing for the heavy aircraft if there is a violation on
the separation requirement. Then, it focuses on the medium aircraft. It is shown in this scenario that the proposed
method can efficiently manage a traffic that contains different types of aircraft. The proposed method is decoupled

from the performance model, so it can be used with different aircraft models.
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Fig. 11: Airspace Capacity Estimation.

B. Simulations in Stochastic Traffic Environment

We perform simulations for ISTANBUL ACC in the presented stochastic traffic environment with traffic densities
from 1000 to 40000 flights per day. During simulations, the optimization-based autonomous ATCo intervenes the
traffic every 20 seconds.

The probabilities of the presented metrics with respect to traffic density are obtained from the results of the
simulations to redefine the airspace capacity as illustrated in Fig. 11. As shown in this figure, second and third
metrics, which are extension of total cost per flight and extension of trip time per flight, do not have a breaking point
in the interval between 1000 and 40000 flights per day. Thus, they do not cause a bottleneck to the airspace capacity.
The main metric that defines the critical capacity is about safety. The collision per hour has a breaking point around
30000 flights per day. It has a sharp transition in probability for the traffic density range [30000, 35000], whereas
the time performance metric has this transition for the range [35000, 40000]. Therefore, the critical capacity of the
airspace can be defined as 30000 that is limited by the safety.

The distributions of the number of aircraft that the ATCo operates in the airspace (ISTANBUL ACC) are presented
in Fig. 12. The real throughput of the airspace during a standard day is presented in Fig. 12a, where the mean of
the distribution is 10.7. In Fig. 12b, the distribution of the throughput during simulations for the breaking point
30000 flights per day is illustrated and the mean of the simulated throughput is 143 aircraft. As a result of the
analysis of the distributions, the optimization-based autonomous ATCo can manage traffic approximately 10 times
denser than current traffic.

To analyze the efficiency of the chosen maneuvers, the distribution of the given maneuvers during simulations is

illustrated in Fig. 13. The traffic density almost has no impact on this distribution. The priority of the ATCo is the
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maneuver 11, which is a course change. As mentioned before, a course change can be used to decrease the length
of the trajectory while preventing collision. The ATCo usually prefers this maneuver to minimize the cost function.
The maneuver 10 is also a course change. However, the sign of the course change angle and the direction of the
reference trajectory define the characteristic of the maneuver. It can act like a direct routing or a delaying motion.
In analyzed airspace, maneuver 11 is preferred because of the directions of the reference trajectories, however, the
ATCo can prefer maneuver 10 to maneuver 11 in another airspace. Therefore, it is important to keep two different

course change actions that have opposite signs in the set of maneuvers. The second most frequent maneuver is
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maneuver 7, which corresponds to decrease of altitude. The ATCo always prefers descent to the climb because of
less fuel consumption and sometimes it is preferred because of performance limitations. The third most preferred
maneuver is decrease of speed as maneuver 4. The autonomous ATCo usually prefers decrease of speed to holding
pattern or vector for spacing as a delaying motion because of the less impact on the cost. As seen in Fig. 13, the
least preferred actions are maneuver 8, 9 and 6. Both maneuver 8 and 9 are vector for spacing, and speed change
dominates them. The maneuver 6 is increase of the altitude as H, = 4000 ft, and this action is dominated by
other altitude change maneuvers. The least used maneuvers, especially maneuver 8, can be removed from the set
of maneuvers or changed with more efficient maneuvers to improve the performance of the optimization process

and increase the airspace capacity.

VII. CONCLUSIONS AND FUTURE WORK

This paper presented an optimization-based autonomous air traffic control system to improve airspace capacity.
Although the proposed system is presented as a fully autonomous system, it can also be used as a semi-autonomous
system for providing decision support to human air traffic operators. It is not easy to say which automation level
is better. But enhanced automation support is inevitable to accommodate the increase in the air traffic volume.
Therefore, we designed a system that can be used in different automation levels. It is up to the authorities to choose
the automation level according to the preferences of the stakeholders and other factors. The aviation authorities
can choose the automation level, and then the proposed system can be used in the specified automation level. The
proposed system is based on an integer linear programming formulation, constructed via a mapping process that
discretizes the airspace, with predicted trajectories to ensure the safety. A trajectory prediction method was also
introduced. We showed that the proposed approach is scalable for large-scale ATM scenarios. The sub-components
of the proposed system can also be used individually in different ATM applications. For example, the trajectory
prediction model can be used when dealing with trajectory management, or the mapping process can be utilized when
dealing with mitigation of airspace congestion. Moreover, we defined an airspace capacity estimation procedure to
determine the capacity of an airspace with the proposed ATC system. We showed that the proposed approach can
manage traffic approximately 10 times denser than current traffic in ISTANBUL ACC. In a different airspace, the
capacity improvement could be different because of the airways and the airspace structure. However, we clearly
showed that the capacity of a dense airspace can be improved approximately 10 times via the proposed system. Note
that when the proposed system is used in a semi-autonomous manner, a set of parameters can also be considered
with regard to the human controller’s state such as fatigue and workload to specify the system’s limit.

One of the main advantages of the proposed system is its high scalability that leads to improvement of airspace
capacity. The other one is that it can be used easily in the existing ATM system. Another good characteristic of the
proposed system is the utilization of realistic models that prevent to endanger the operation as a result of inaccurate
predictions. Besides, the optimization process improves the efficiency of the operation. However, there are some
drawbacks of the proposed system. In the current form, it could not handle different multi-agent systems, which
contain multiple vehicles with assigned tasks, without adapting the maneuvers. It is also necessary to present a new

set of maneuvers to manage the traffic in an approach and terminal control area.
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Future research will extend the method to handle different multi-agent systems. By adapting the maneuvers, the
method can be used for managing approach traffic. The method can also be utilized with multi-quadrotor systems
when the aircraft dynamics and maneuvers are modified. Furthermore, benefiting from the proposed ATC system,
we expect to investigate alternative air traffic complexity metrics. Besides, we also expect to construct a detailed
wind model by evaluating the wind as a function of altitude and environmental variables and generating a wind
map to improve the precision of trajectory prediction under impact of wind. Another future study could be the
improvement of the aircraft model for more precise trajectory prediction. Benefiting from real flight records, the

BADA model could be enhanced to improve the performance of trajectory prediction.
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