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ABSTRACT 

There has been little research considering eye movement 
as a measure when assessing user interactions with music 
information retrieval (MIR) systems, whereas many stud-
ies have adopted conventional user-centered measures 
such as user effectiveness and user perception. To bridge 
this research gap, this study investigates users' eye move-
ment patterns and measures with two music retrieval tasks 
and two interface presentation modes. A user experiment 
was conducted with 16 participants whose eye movement 
and mouse click behaviors were recorded through profes-
sional eye trackers. Through analyzing visual patterns of 
eye gazes and movements as well as various metrics in 
prominent Areas of Interest (AOI), it is found that users’ 
eye movement behaviors were related to task type. Be-
sides, the results also disclosed that some eye movement 
metrics were related to both user effectiveness and user 
perception, and influenced by user characteristics. It is also 
found that some eye movement and user effectiveness met-
rics can be used to predict user perception. This study al-
lows researchers to gain a deeper insight into user interac-
tions with MIR systems from the perspective of eye move-
ment measure. 

1. INTRODUCTION 

With the rapid development of Music Information Re-
trieval (MIR) as a field, user has been increasingly recog-
nized as playing an essential or central role in the process 
of music retrieval [14][25]. Users’ interactions with MIR 
systems have been drawing researchers’ attention for the 
purposes of evaluating MIR techniques [13] and interfaces 
[5] from users’ perspectives, as well as improving under-
standing of users [19].   

Various approaches have been utilized to collect data of 
user interactions with MIR systems including listening his-
tories [26], click streams in system logs [11], user surveys 
or diaries [32], etc. A series of user-centered metrics have 
then been proposed and used to measure users’ interactions 
including those in user effectiveness (e.g., number of songs 
listened to) [11] and user perceptions (e.g., emotion, 

satisfaction) [32]. To facilitate this process, various track-
ing techniques have been employed through off-the-shelf 
software tools and/or self-development apps [11][32].  

As an alternative approach to measuring users’ interac-
tions with various stimuli (e.g., computer systems, web in-
terface, learning materials), eye movement has been used 
to explore the relationship between human’s cognitive pro-
cess and their behaviors [3]. It is believed that people’s 
cognition can be reflected by their eye movement patterns 
[27][30]. Nowadays, fast-developing high-tech devices 
enable researchers to acquire eye tracking data in an accu-
rate and reliable manner, such as eye tracking glasses and 
eye movement sensors. Compared to measures that rely on 
users’ self-report, eye tracking data are objective and thus 
could help avoid possible response bias [4]. With current 
(wearable) technology, the process of collecting eye move-
ment data is becoming less obtrusive. If relevant method-
ologies and techniques are appropriately applied to MIR 
studies, measurements of eye movement could be poten-
tially helpful for analyzing and evaluating user interactions 
with MIR systems. 

This study aims to explore the application of eye move-
ment measure to investigating user interactions with a MIR 
system, through a user experiment involving different MIR 
tasks and interface modes. The relationships between eye 
movement measure and traditional measures such as user 
effectiveness and user perception are analyzed. Possible 
influence of user characteristics (e.g., gender) is also taken 
into account. The findings are expected to provide empiri-
cal evidence on exploiting eye movement data in studying 
user interactions in MIR. 

2. RELATED WORK 

2.1 User Interactions in MIR 

Users’ interactions with MIR systems have been mostly 
studied in the context of user-centered evaluation of MIR. 
Compared with the system-centered evaluation paradigm, 
user-centered evaluation is not as popular, but is increas-
ingly adopted, with the recognition of users being the cen-
ter of MIR [25]. It is advocated that user interactions pro-
vide a more direct way to understand how human perceive 
and use MIR systems, as serving the users is arguably the 
ultimate goal of MIR systems [14]. Another purpose of 
studying user interactions in MIR is for designing interac-
tive systems where users’ behavioral, psychological and 
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physiological measures could serve as input as well as 
feedback to systems [15][11][32].    

To date, a number of user-centered measures and met-
rics have been applied in studying user interactions in 
MIR. Conventional user-centered metrics including those 
of user effectiveness and user perception [16] have been 
adopted in MIR, such as number of songs found, task com-
pletion time and user satisfaction, etc. Besides, enjoyment 
has been recognized as an important aspect of user percep-
tion unique in MIR [18]. Along with the line of research 
considering the casual-leisure nature of music retrieval, 
new metrics were proposed for evaluating MIR, including 
novelty, aesthetics, and content quality [12].  

To collect and analyze the aforementioned measures 
and metrics, a range of methods have been employed. Tra-
ditional methods of user studies such as survey, interview 
and observations are included [18] and further developed 
to work with current technologies such as experience sam-
pling with mobile apps [32]. Interactive behaviors are of-
ten recorded as system logs with the support of software 
tools that can track mouse clicks and keyword input [11]. 
More recently, with the development of wearable technol-
ogy, studies started to collect users’ physiological signals 
while they interact with MIR systems [22]. Nevertheless, 
to date there has been little research investigating user-
MIR interactions with eye movement measure [29] which 
has been recognized as effective in capturing people’s cog-
nitive process and used in a number of domains.  

2.2 Eye Movement Tracking and Cognitive Behaviors   

It is recognized that eye movement can reflect human cog-
nitive behaviors. In recent years, eye movement has been 
used in the domain of text retrieval, particularly on the in-
fluence of search interface design on users’ search behav-
iors [6], as well as the relationships between document rel-
evance and users’ cognitive efforts [8]. Eye movement has 
also been widely employed in studies on people’s reading 
behaviors such as identifying the sections focused on by 
readers during reading process [24]. In the education do-
main, there are many studies benefited from analyzing 
learners’ eye movement such as computer programming 
[23], language learning [1], and music education [20].  

In leveraging eye movement data, an important step is 
to find concrete measurements that can describe eye move-
ment in an accurate and reliable manner. Fixation and sac-
cade are two primary measures of eye movement, which 
are regarded as plausible evidences to detect cognitive pro-
cessing during interactive tasks such as information re-
trieval [4]. Fixation indicates that a person stares at certain 
location and lasts for a period of time, presumably to pro-
cess certain cognitive tasks, while saccade is a dynamic 
visit between two fixations [19]. Furthermore, investiga-
tors have often attempted to categorize eye movement be-
haviors into different patterns so as to interpret possible 
cognitive implications by comparing the patterns 
[4][8][24][30]. Relatedly, visualization of eye movement 

patterns such as heatmaps of eye gazes and plots of eye 
scan paths is also a viable and frequently adopted approach 
to making sense of eye movement data [4]. For instance, 
based on the positions of intensive fixations and the speed 
of saccades, authors of [30] found the correlation between 
eye fixation and participants’ learning performance.  

MIR also involves cognitively intensive activities where 
eye movement has great potential in studying user-system 
interactions. An existing research gap is that very few user 
studies have considered eye movement as a measurement 
of interactions between user and MIR systems, even 
though there are studies exploiting eye movement in music 
psychology [17] and music performance [31]. Therefore, 
this study aims to bridge the gap by providing empirical 
evidence on studying interactive MIR systems from an 
eye-tracking approach. 

3. RESEARCH QUESTIONS 

Aiming to showcase how eye movement measures can be 
used in MIR research, this study considers multiple con-
structs in typical MIR research settings: retrieval tasks, 
system interface modes, user-centered measures as well as 
user characteristics. Specifically, through conducting a 
user experiment involving these factors, this study focuses 
on three research questions as follows:  
Q1. To what extent do different music retrieval tasks and 
system interfaces have effect on users’ eye movement 
measure? 
Q2. To what extent is eye movement measure related to 
user effectiveness and user perception measures? 
Q3. To what extent is eye movement related to user char-
acteristics (e.g., gender, music listening habit)? 

To answer these research questions, a set of hypotheses 
are formulated. There are two hypotheses under Q1: 
H1: eye movement measure differs in different task types. 
H2: eye movement measure differs in different interface 
modes. 

Under Q2, there are three hypotheses as well: 
H3: eye movement measure is related to user effectiveness 
measures. 
H4: eye movement measure is related to user perception 
measures. 
H5: eye movement and user effectiveness measures can 
predict user perception. 

Under Q3, one hypothesis is formulated: 
H6: eye movement measure is related to user characteris-
tics. 

Answers to Q1 will have methodological implications 
on the extent to which eye movement can be used in MIR 
task/system design and evaluation. Answers to Q2 can re-
veal how eye movement measures are related to commonly 
used measures of user behaviors and whether they can be 
complimentary to one another in the context of MIR. In 
particular, the answer to whether or not user perception, as 
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a subjective measure, is predictable by other objective 
measures can have the potential of facilitating MIR re-
searchers and system designers to better understand users’ 
perceptions through objective measures. User characteris-
tics (e.g., background in music training) have been recog-
nized as influential in MIR process[19][25], and Q3 is to 
investigate their relationship with eye movement measure.  

4. METHORDS 

To fulfill the goals of this study, a user experiment was 
conducted with a mood-aware MIR system. During the ex-
periment, users’ eye movement and other user-centered 
measures were collected. This section describes details of 
the system, tasks, experiment procedure and data analysis. 

4.1 The System 

Moodydb is an online MIR system that supports searching 
and browsing music by mood [13]. Based on spectrum fea-
tures extracted from the music audio, this system classifies 
music into five mood categories, namely passionate, 
cheerful, bittersweet, silly/quirky and aggressive [10]. 
There were 750 songs in the system when the study was 
conducted, with 738 Western popular pieces (from the 
U.S. and the U.K.) and 12 Chinese popular songs. The 
pieces were unevenly distributed across the mood catego-
ries with bittersweet being the largest class (226 songs) and 
silly/quirky being the smallest (35 songs). The rest catego-
ries contained 141 – 184 songs. When a user input singer’s 
name or song’s title in query box, it will prompt a set of 
songs that match the textual query. After user chooses one 
of the songs as a seed song, the system will retrieve a group 
of songs with similar mood to the seed song and display 
them as recommended songs to the user.  

The system interface is presented in two different ways; 
one is in a traditional list-based layout and the other is vis-
ualization of album covers based on nested figures as in 
the treemapping display method [28]. As shown in Figure 
1, the List layout ranks the recommended songs from the 
top of the screen down according to how similar the moods 
of the recommended songs are to that of the seed song. The 
Visual layout shown in Figure 2 uses the size of the album 
covers to represent the degree of similarity: the larger size 
an album image is in, the more similar the song is to the 
seed song in term of music mood.  

4.2 Tasks and Topics 

There were two music information retrieval tasks designed 
for this study: searching and browsing. As for searching, 
the participant was given a seed song (e.g., Irreplaceable 
by Beyoncé) to start with, and then make use of the system 
as a search engine to find other songs whose moods are 
similar to that of seed song. As for browsing, the partici-
pant was required to browse music in a given (seed) mood 
(e.g., bittersweet) and find songs in the mood. For each 
task, there were two topics that had different seed songs 
(for the searching task) or different seed moods (for the 

browsing task), making a total of four topics. All partici-
pants conducted both tasks (searching and browsing) with 
both interface modes (List and Visual), making a 2 * 2 ex-
periment design. All participants conducted the same top-
ics (same seed songs /moods) but the task and interface 
mode combinations were ordered in a Graco-Latin square 
arrangement to counterbalance possible sequence effect. 

 
Figure 1. List-based interface mode in the system 

 
Figure 2. Visual-based interface mode in the system 

4.3 Procedure 

The experiment started with a pre-session questionnaire 
about demographic information, music knowledge, and 
general music information behaviors of the participants. 
After that, a research assistant demonstrated how the sys-
tem could be used and the participants used the system for 
several minutes to familiarize with the system. An eye 
tracking sensor, Tobii T60, was used to collect data of par-
ticipants’ eye movements. Calibration was done with the 
eye tracker before a participant started working on each 
topic, with the assistance of a researcher. After completing 
all four topics (which covers both tasks and interface 
modes), participants were inquired about the feelings of 
the experiment through a post questionnaire. The experi-
ment lasted for approximately one hour, and each partici-
pant was paid a nominal remuneration upon completing 
the experiment.   
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4.4 Measures 

The following user-centered measures are used to answer 
the three research questions raised in this study. 

User effectiveness was used to assess user performance 
in the experiment. It included four metrics: (a) Number of 
songs found to fulfill each topic; (b) Number of songs 
played during the process of working on each topic; (c) 
Completion time of each topic (measured in minute); (d) 
Number of mouse clicks during the process of working on 
each topic. The first metric came from answers submitted 
by the participants while others were recorded by Tobii 60. 

User perception was used to understand users’ feelings 
after they completed each topic. It included three metrics: 
(a) Task easiness; (b) Preference on the given seed song; 
(c) Satisfaction with songs found. Measured by a 7-point 
Likert scale, the perception degree ranges from the most 
negative to the most positive. Take task easiness as an ex-
ample: point 1 means the user felt the topic not easy at all, 
while point 7 means he/she felt the topic very easy.  

Eye movement was described statistically with five 
metrics: (a) Fixation Duration; (b) Fixation Count; (c) 
Visit Duration; (d) Total Visits Duration; (e) Visit Count. 
Metrics related to duration such as fixation duration and 
visit duration is measured by second. It is noteworthy that 
fixation and visit are two different concepts; the former in-
dicates that participants’ eyes fixate on one point, while the 
latter measures a process of saccade (i.e. moving the eye 
gaze from one point to another). 

The eye movement metrics are calculated in defined Ar-
eas of Interest (AOI). In this study, the interface of system 
is divided into four AOIs based on their functions in the 
music retrieval process. They are (a) Search Box; (b) Seed 
Song; (c) Recommended Songs; (d) Player, which are 
shown in Figure 3. It is noteworthy that a Visit Duration in 
an AOI is defined as the interval of time between the first 
fixation inside the AOI and the first subsequent fixation 
outside the AOI. Besides, while the Visit Duration 
measures the duration of each individual visit within an 
AOI, Total Visit Duration measures the sum of duration of 
all the visits within an AOI. In addition to the metrics in 
each AOI, we also take the total across all AOIs into ac-
count. Statistics of the eye movement metrics in each AOI 
are generated by the Tobii Studio Analyzer.  

4.5 Data Analysis 

Hypotheses proposed under the research questions are 
tested using corresponding statistical tests. H1 and H2 
compare metrics between two tasks and two interface 
modes respectively, for which pair wised t-tests are ap-
plied. H3 and H4 investigate relationships between met-
rics, and thus correlation analysis is used, including Pear-
son’s correlation (for numerical metrics) and Spearman’s 
correlation (for ordinal metrics). Linear regression is used 
to test H5 which concerns the predictive power of the met-
rics to user perception. Last but not least, H6 is tested 

through point-biserial correlation analysis (for binary met-
rics) and Spearman’s correlation analysis. For cases where 
multiple tests are conducted, Bonferroni corrections are 
conducted to control type I errors [9].  

 
Figure 3. Four AOIs in this study 

Besides, visualization as a data analysis method was 
used in this study as well. There are a number of visuali-
zation types in eye movement analysis, such as gaze plot 
and heat map. In this study, we used heat map to compare 
eye movement in two interface modes. Examples of heat 
map are shown in Figures 4 and 5 where aggregated time 
of fixations on the screen are illustrated by different colors. 
Red represents the most fixations or longest time period, 
while green is the least and shortest. The varying colors 
infer that the levels are in between. 

5. RESULTS AND DISCUSSIONS 

5.1 Participants 

A combination of purposive and convenient sample meth-
ods was recruited in the user experiment, including 16 Jap-
anese undergraduate and graduate students (8 female). 
Their ages ranged from 19 to 50, with a mean of 22.9 and 
a median of 21. The standard deviation of the age was 7.37. 
They were from a range of majors including Science, Med-
icine, Economics, Law and Humanities. A majority of 
them (11) were able to play an instrument while 5 of them 
could not. About half of them (7) searched for music fairly 
frequently, at least several times a week. While the rest of 
them searched music at least one a month. In term of how 
often they listened to music, 6 of them rated weekly, 7 
daily, and 3 multiple times a day.     

5.2 Influences of Task Types or Interface Modes on 
Eye Movement 

This section aims to answer Q1 and test H1and H2. Table 
1 presents means and standard deviation (in parenthesis) 
of eye movement metrics with significant difference in 
corresponding AOIs between the browsing and searching 
tasks, detected by paired t-test after Bonferroni correction 
[7]. As Table 1 shows, during the searching task, partici-
pants had longer fixation duration and more fixation count 
in areas of seed song as well as more visit count in total 
AOIs. Therefore, our hypothesis H1 is partially supported.  
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It is not surprising that there were more eye movement 
in the seed song area during searching task as users needed 
to compare the seed song and retrieval results, while there 
was no need for such comparison during the browsing task. 
The difference on visit count in total AOIs could possibly 
be attributable to the fact that comparing seed songs and 
retrieved songs would need a user to move eye gazes be-
tween the two AOIs which in turn generated more visits. 

 
Measure Browsing Searching p value 
FixDur 

in SeedSong 
16.22 

(10.91) 
27.66 

(15.33) .001* 

FixCnt 
in Seedsong 

69.56 
(39.37) 

109.72 
(59.86) .001* 

VisCnt 
in Total 

114.22 
(48.98) 

152.69 
(69.50) .000* 

Table 1. Eye movement measures with significant differ-
ences between browsing tasks and searching tasks  

The paired t-test on interface mode did not generate sig-
nificant results after Bonferroni correction, and thus H2 is 
not supported. This can be explained by the fact (and lim-
itation) that the difference between the two interface 
modes is actually within an AOI, the recommended song 
AOI (Figure 3). This calls for alternative methods to com-
pare the two interface modes.  

To compare eye movement in a qualitative manner, we 
present the heat maps of the two interface modes in Figures 
4 and 5 respectively. As is shown in Figure 4, fixations 
from the list-based interface mode disperse along with the 
positions of the recommended songs. In contrast, in visual-
based interface mode (Figure 5), fixations of participants 
nearly concentrate on the center of recommended songs 
area. In addition, although, by convention, the List mode 
ranks highly relevant results up in the list, Figures 4 shows 
that participants did not only focus on the top rows. For the 
Visual mode, while more relevant results (with bigger al-
bum images) could appear anywhere in the recommended 
song area, participants’ attention seem to have focused on 
the middle only (Figure 5). These observations are some-
what anti-intuitive and worthy of future investigation. 

 
Figure 4. Eye fixation heat map of the List interface mode  

 
Figure 5. Eye fixation heat map of the Visual interface mode 

5.3 Relationships among Eye Movement, User Effec-
tiveness and User Perception Measures 

This section aims to answer Q2 and tests H3 to H5. To test 
H3, Pearson’s correlation coefficients were calculated for 
user effectiveness metrics on interval scales: number of 
songs found in each topic, number of songs played in each 
topic and completion time of each task. Significant results 
after Bonferroni corrections are shown in Table 2. 

 
Effectiveness Eye Movement Coefficient p value 

Completion 
Time 

TotVisDur  
in RecomSong .416 .001* 

TotVisDur  
in Total .476 .000* 

Table 2. Correlation between eye movement and user ef-
fectiveness (Pearson) 

As we can see in Table 2, completion time has signifi-
cant correlations with total visit duration in recommended 
songs and in total AOIs, and the correlations were moder-
ately positive (coefficient > 0.3). In other words, when us-
ers spent more time moving their eyes within the recom-
mended song areas, the more time they would need to com-
plete the tasks. In contrast, other two effectiveness metrics 
have no significant correlation with eye movement. Thus, 
our Hypothesis H3 is partially supported.  

To test H4, Spearman’s correlation coefficients were 
calculated for user perception metrics on ordinal scales: 
task easiness; satisfaction with songs found; preference on 
seed song. The significant results after Bonferroni correc-
tion are shown in Table 3. 

Perception Eye Movement Coefficient p value 

Satisfaction 
with Songs 

Found 

VisDur in Total .396 .001* 
VisCnt in  
SeedSong -.403 .001* 

Table 3. Correlation between eye movement and user per-
ception (Spearman) 

As is shown in Table 3, satisfaction with songs found 
has significantly moderate correlation with visit duration 
in total AOIs and visit count in seed song (coefficient > 
0.3). Interestingly, the correlations were positive and 
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negative respectively. In other words, the more time users 
spent in moving their eyes around the AOIs, the more sat-
isfied they would be with the songs they found. However, 
the more times their eyes visited the seed song area, the 
less satisfied they would be with the found songs. One pos-
sible explanation of the former relationship could be from 
the perspective of enjoyment [18]: satisfied users presum-
ably enjoyed the task and thus they spent more time look-
ing around on the system interface. For the latter relation-
ship, visiting the seed song area might have been an effort 
one had to pay in order to complete the task (e.g., compar-
ing the seed song to a recommended song), and thus re-
peated visits to this area would entail more efforts and less 
satisfaction. As there is no significant correlation between 
the other two perception metrics (task easiness, preference 
on seed song) and eye movement, our hypotheses H4 is 
partially supported. 

To test hypothesis H5, we ran a linear regression anal-
ysis on predicting user perception from eye movement and 
user effectiveness. To save space, only significant varia-
bles in the prediction models are reported (Table 4). As we 
can see in Table 4, several eye movement metrics have sta-
tistically significance in predicting participants’ satisfac-
tion with songs found (one user perception metric). In ad-
dition, it is noteworthy that the number of songs found, a 
user effectiveness measure, was significant in predicting 
all the three metrics of user perceptions. Thus, our hypoth-
esis H5 is partially supported. This finding that users’ eye 
movement and user effectiveness can contribute to predict-
ing user perception measure has methodological implica-
tions in that eye movement and user effectiveness 
measures can be captured automatically in unobtrusive and 
objective manners. This can potentially provide novel and 
reliable methods for detecting user perceptions which have 
to rely on self-report to collect in traditional methods.  

Perception Metrics Coeffi-
cient Beta t p 

Task Easiness # of songs found .443 2.400 .021* 

Satisfy with 
Songs Found 

VisDur in Player .533 2.308 .026 
VisDur in Total .774 3.012 .004 
VisCnt in Search 

Box -.984 -2.346 .024 

VisCnt in 
RecomSong .718 2.127 .040 

# of songs found .510 3.505 .001 
Like Seed 

Song # of songs found .453 2.572 .014 

*: significant at p < 0.05 level; R2 = .334, .586, .394 for the 
three predictive models respectively  
Table 4. Regression analysis on user perception 
 

5.4 Relationship between Eye Movement Measure and 
User Characteristics 

To answer Q3 and test H6, we calculated point-biserial 
correlation coefficients for user characteristics metrics on 
binary scales: gender (Male=1, Female=2), and being able 

to play music instrument (Y=1, N=2). We also ran Spear-
man’s correlation on two ordinal variables, frequency of 
listening to music and frequency of searching for music. 
Results with significant correlation after Bonferroni cor-
rection are shown in Table 5. 

Characteristics Eye Movement Coefficient p value 

Listening Freq 
VisCnt in Total .436 .001* 
VisCnt in Seed-

Song .485 .001* 

Table 5. Correlation between eye movement and user 
characteristics  

As shown in Table 5, frequency of listening to music 
(one user characteristic) has significant and moderately 
positive correlation with visit count in Total AOIs and that 
in the seed song area. The more often users listened to mu-
sic, the more times their eyes visited the seed song area and 
all AOIs. As visit count of the eyes is related to attention 
[4], This result is possibly related to the enthusiasm that 
these users had in music. Nevertheless, other three user 
characteristics have no significant correlation with eye 
movement. Thus, our hypothesis H6 is partially supported.  

6. CONCLUSION AND FUTURE WORK 

This is an empirical study on using eye tracking method to 
analyze user interactions with MIR systems. We analyzed 
eye movement metrics in four AOIs and most of our hy-
potheses were partially supported by the results. Specifi-
cally, some eye movement metrics differed between dif-
ferent retrieval tasks. Furthermore, some eye movement 
metrics were related to user effective and user perception 
measures. It is potentially useful in research methodology 
that some metrics of eye movement and user effectiveness 
can be used to predict user perception. There was no sig-
nificant difference on eye movement metrics on the differ-
ent interface modes, which calls for alternative analysis 
methods beyond AOI-based ones. Also, through compar-
ing visualized heat maps, we found that fixations of partic-
ipants may not follow patterns found in text retrieval, 
which warrants further investigation.  

This study aims to stimulate and encourage more work 
to utilize eye tracking in MIR research. There is much 
room for future work in investigating eye movement with 
different MIR tasks, use cases and user groups. It could be 
paradigm shifting if more findings in future work support 
deriving users’ subjective perception (i.e. satisfaction, per-
ceived difficulty) from unobtrusive and objective 
measures including eye movement. 
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