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ABSTRACT 

This paper describes a system that learns the 
ru les o f pronunciat ion i nduc t i ve l y . I t begins 
wi th a set of 26 ru les for s i n g l e - l e t t e r 
pronunc ia t ion. Ind iv idua l words are presented to 
i t , and the system uses i t s ru le set to hypothesise 
a pronunc ia t ion . This is compared wi th a 
d ic t ionary pronunciat ion, and if any part of the 
pronunciat ion is incor rec t new ru les are created to 
handle the word as an exception cond i t ion . 

These ru les are checked for s i m i l a r i t y wi th 
others already produced, and where su i tab le a 
"genera l " rule is produced to deal wi th two or more 
created r u l e s . The e f fec t is to produce ru les 
that are more and more general , and these approach 
the general pronunciat ion ru le sets that have been 
produced manually by other workers. 

I INTRODUCTION 

Conversion o f unres t r i c ted English text i n to i t s 
phonetic equivalent is usual ly performed using 
context dependent r u l e s , which d i c ta te how a 
character s t r i n g should be pronounced when in a 
p a r t i c u l a r context . The ru les are arranged so 
that one set ex i s t s for each l e t t e r of the 
alphabet. The ru les w i th in these sets appear in 
the order in which they should be applied i . e . more 
spec i f i c ru les appear before more general r u l e s . 
Each set ends wi th a context independent ru le 
(de fau l t r u l e ) which is used i f no ru le matches the 
context . 

Systems using such ru les operate on one word at 
a t ime, which is scanned from l e f t to r i g h t . The 
ru les are scanned sequent ia l ly u n t i l one that 
matches is found. The character(s) handled by 
that r u l e are discarded, and the process repeated 
u n t i l the whole word has been processed. The 
resu l t is a set of phonemes showing the system's 
pronunciat ion of that word. 

The f i r s t such system of any s ign i f icance was 
w r i t t e n by Ainaworth ( 1 ) , who produced a speech 
system tha t used a set of 159 ru les for which he 
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claimed an e r ro r ra te of about 10% A second more 
recent system produced by an American group (2) is 
rather more successfu l . They changed and enhanced 
Ainsworth's ru les to produce t h e i r own set of 309 
r u l e s , and claimed a success ra te of 90% of words 
co r rec t l y t rans la ted (and 97% of phonemes cor rec t l y 
t rans la ted) in an average tex t sample. 

The system described in t h i s paper automates the 
product ion of these ru les by deducing them from 
samples of the input and requi red output . I t is 
w r i t t en in LISP, and uses the fo l l ow ing ru le 
fo rmat : -

( <ch.string><l.context><r.context><phoneme-set> ) 

(Two other f i e l d s are contained at the end of each 
r u l e , but these w i l l be described l a t e r . ) 
The character s t r i n g being searched fo r is at the 
beginning of the r u l e ; then come the l e f t and r i g h t 
context character s t r i n g s ; fol lowed by the La t i n 
equivalent of the In te rna t iona l Phonetic Alphabet 
phonemes (see Appendix 2 ) . 

As an example of r u l e format and the t r ans la t i on 
operat ion, suppose the ru le set fo r the l e t t e r A 
was:-

(A 0 (C0NS1 E DELIM) (EY)) 1 
(A ( ) ( ) (AE)) 2 

(C0NS1 and DELIM are group i d e n t i f i e r s - see 
Appendix 1.) 

The f i r s t r u l e s ta tes tha t an A preceded by 
anything and fol lowed by a s ing le consonant, an E, 
and the end of the word receives the pronunciat ion 
EY. The second ru le is the de fau l t , and w i l l 
match any other A, g i v ing it the pronunciat ion AE. 

If the A of the word PALE was being processed 
then t h i s would f i t the f i r s t r u l e and receive the 
pronunciat ion EY* On the other hand, A in the 
word PAT does not f i t t h i s ru l e so the system t r i e s 
the next r u l e , which does match, g i v ing i t the 
pronunciat ion AE. 

The American group (2) produced t h e i r r u l e set 
by fo l l ow ing an i t e r a t i v e procedure which involves 
looking at erroneously pronounced words and t r y i n g 
to produce ru les to overcome the e r r o r s . This 
procedure when used to t rans la te a large d ic t ionary 
involves a great deal of work in checking the 
output, f i r s t l y to see i f the words have indeed 
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been pronounced c o r r e c t l y , then in formulat ing new 
ru les to correct the e r r o r s . This process needs 
repeat ing several times to produce a good set of 
ru les and f o r each i t e r a t i o n the i nd i v idua l 
checking of each word must take p lace. This 
process of detec t ing the errors in pronunciat ion 
could be car r ied out automat ical ly if some 
"correct '* pronunciat ion ( i e a standard d ic t ionary 
pronunciat ion) was held alongside each word in the 
d i c t i ona ry . 

This led on to automatic ru le generat ion. A 
system wi th the above in format ion included has a l l 
the data ava i lab le to enable i t to develop i t s own 
r u l e s . The main problem wi th such a system is 
deciding how to implement new ru les from an 
examination of the pronunciat ion er rors produced. 

Bas ica l ly the approach taken is to use a ru le 
set to hypothesise a pronunciat ion: check t h i s 
against a standard pronunciat ion: i f the 
pronunciat ion is in e r r o r , create a specia l purpose 
ru le to correct the e r r o r ( s ) : then f i n d s im i la r 
specia l purpose ru les and combine them to produce 
s l i g h t l y more-general r u l e s , which may in turn be 
combined together to produce more-general r u l e s . 

II ROLE PRODUCTION 

This is the process of tak ing a word in normal 
I h g l i s h , plus i t s pronunciat ion ( IP A code 
equ iva len t ) , and hypothesising i t s pronunciat ion by 
using the current r u l e se t . In a s im i l a r fashion 
to rule-based systems, the ru les are searched from 
the top u n t i l one that matches both contexts is 
found. This requi res ru les to be ordered wi th the 
more-specif ic preceding the more-general. (The 
ru l e set i s i n i t i a l i s e d to the s i n g l e - l e t t e r 
pronunciat ion ru les given in Appendix 1, and t h i s 
is augmented by ru les produced by the system.) 

The hypothesised phonetic spe l l i ng and the 
d i c t i o n a r y ' s phonetic spe l l i ng obtained from the 
input can then be compared. If no d i f ferences are 
found then the ru les in the data base require no 
amendment. However, i f d i f ferences occur, then i t 
is necessary to produce new ru les to augment the 
database. For example:-

I n i t i a l l y the word PALE gets the pronunciat ion 
P / AE / L / EH 

This is compared w i th the correct phonetic spe l l i ng 
P / EY / L 

and spec i f i c ru les are produced which say that 'A' 
preceded by *P' and fol lowed by ' I E ' has the long 
vowel pronunc ia t ion, and that the f i n a l E is s i l e n t 

i . e . (A (DELIM P) (L E DELIM) (EY)) 
and ( E (DELIM P A L ) (DELIM) () ) 

(The DELIM's mark both ends of each word.) These 
two ru l es would be added to the r u l e sets of A and 
E respec t i ve l y . 

The comparing rou t i nes , it was found, work best 
by look ing at the contexts fo r "exact matches". 

The system ie always able to f i n d at least two 
exact matches, these being the DELIM at both ends 
of the word. A f te r a l l of the "exact matches" 
w i th in the word are found then what's l e f t in the 
computer produced pronunciat ion must t rans la te to 
what's l e f t i n the actua l pronunc ia t ion. 

A match is deemed to be "exact" if the 
d ic t ionary phoneme matches only one machine 
produced phoneme in the l o c a l i t y of the one being 
considered. Checking one machine produced phoneme 
e i the r side was found to be adequate. Example:-

D U C K (word) 
DELIM D AH K K DELIM (computer) 
DELIM D AH K DELIM (ac tua l ) 

The f i r s t K in the ac tua l pronunciat ion is not 
an "exact" match w i th the K in the computer 
pronunciat ion as there is another K in the 
l o c a l i t y . The next exact match is found wi th the 
f i n a l DELIM's, so the ru l e produced i s : -

( CK (DELIM D U) (DELIM) (K)) 

One other fac to r in the process is the 
LOOK-AHEAD-COUNT. This g lobal var iab le determines 
how fa r ahead the system should look to f i n d an 
exact match. If no match is found w i t h i n the 
l i m i t then the system moves on to consider the next 
machine phoneme. The count is i n i t i a l l y set to 1, 
but is dynamically increased by the system if the 
DELIMs at the end of each word are not encountered 
together. This ensures that long words w i l l be 
matched c o r r e c t l y . Example:-

S E A T (word) 
DELIM S EH AE T DELIM (computer) 
DELIM S IY T DELIM (ac tua l ) 

Exact matches are found up to the S, but the IY and 
EH do not match. No IY is found on the look ahead 
so T and AE are compared next . These also do not 
match, but w i t h i n the look ahead l i m i t the exact 
match T T is found. This means the fo l l ow ing ru le 
i s produced:-

( EA (DELIM S) (T DELIM) ( IY ) ) 

The above system w i l l create ru les to co r rec t l y 
t rans la te a l l the words i t has met, but as several 
ru les are usual ly needed to t rans la te each word 
t h i s , as i t stands, is not very use fu l . A method of 
c reat ing ru les which w i l l t rans la te words the 
system has not met is requ i red. 

III RULE INDUCTION 

A. General isat ion 

The purpose of t h i s par t of the system is to 
produce general ru les from considerat ion of the 
very spec i f i c ru les produced by the f i r s t pa r t of 
the system. This process is performed every time 
a new basic r u l e enters the system. Rules are 
only considered f o r general isat ion, i f they 
t rans la te the same character s t r i n g to the same 
phoneme• 
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T The l e f t and r i g h t contex ts of the r u l e s under 
cons ide ra t i on are examined and a p a i r i n g o f f of the 
context elements i s under taken. 

The th ree d i f f e r e n t ways of combining contex t 
elements can be shown by cons ide r ing the f o l l o w i n g 
example p a i r i n g from l e f t t o r i g h t : -

c o n t e x t l (P C0NS1 P P VOWEL VOWEL) 
contex t2 (P C0NS1 C0NS1 T C0NS1) 

g i v i n g (P C0NS1 C0NS1 C0NS1) 
type A A B C D D 

Type A is an exact match between elements; type 
B occurs i f one is a member of the o the r ; type C i f 
both are of the same group; and type D is a 
mis-match i . e . VOWEL versus C0NS1 and any context 
elements t ha t remain when the p a i r i n g can go no 
f u r t h e r . 

I t can be seen t ha t the Type C combinat ion is 
more of a g e n e r a l i s a t i o n than Types A and B. 
Once a group such as C0NS1 has been i n s e r t e d i n t o 
the r e s u l t a n t r u l e then i t w i l l a l l ow any consonant 
i n t h a t p o s i t i o n , even though i t was created us ing 
j u s t two consonants. 

A we igh t ing system was used to r e f l e c t these 
d i f f e r e n c e s in t y p e . Types A and B are g iven a 
value of + 1 ; type C a value of 0; and type D a 
value o f - 1 . 

L e f t and r i g h t contexts are considered 
separate ly ' and the t o t a l weight i s ca l cu la ted f o r 
each. The number of l e t t e r s in the charac ter 
s t r i n g o f the r u l e ( t he f i r s t f i e l d ) i s added t o 
both of these ( these l e t t e r ( s ) are counted as 
exact matches ( t ype A ) ) . I f the r e s u l t a n t values 
from l e f t and r i g h t contex ts are both p o s i t i v e , 
then the two r u l e s are combined to produce a 
genera l r u l e . 

For example, i f the r u l e s under cons ide ra t i on 
a r e : -

(CK (DELIM D U) (DELIM) (K ) ) 
(CK (DELIM L U) (DELIM) (K) ) 

the l e f t con tex t t o t a l weight i s 4 , the r i g h t i s 
3 so combinat ion is a l l owed , and the f i n a l genera l 
r u l e appears a s : -

(CK (DELIM C0NS1 U) (DELIM) (K) ) 

Th is r u l e when added to the database w i l l 
c o r r e c t l y t r a n s l a t e the CK p a r t of the words 
c r e a t i n g the r u l e as w e l l as o ther words such as 
MUCK, SUCK, e t c . 

But the combinat ion o f the r u l e s : -
(A (DELIM P R I V) (T E DELIM) (AX)) 
(A (DELIM W 0 M) (N DELIM) (AX)) 

would no t be a l l owed . The l e f t contex t weight 
g ives - 1 , a s does the r i g h t . 

There are two o the r f i e l d s in the r u l e s . The 
f i r s t o f these i s the l i s t o f r u l e s used t o c reate 
a genera l r u l e . In the case o f s p e c i f i c r u l e s 
(bas ic r u l e s ) t h i s f i e l d i s n u l l , but i n a l l o thers 
i t ho lds the r u l e s which were p icked out and 

combined to form the genera l r u l e . These 
sub - ru les may themselves con ta in the r u l e s they 
were created f rom. Thus a genera l r u l e conta ins a 
complete h i s t o r y of how i t was formed. 

The second f i e l d is a r u l e usage count . Th is 
number i n d i c a t e s how many t imes a r u l e has been 
s u c c e s s f u l l y used. On c r e a t i o n of a new r u l e i t 
takes the va lue 1 and on c r e a t i o n of a genera l r u l e 
i t takes on the sum of the counts o f i t s composing 
r u l e s . Each t ime a r u l e success fu l l y t r a n s l a t e s a 
l e t t e r sequence, i t s count i s incremented b y 1 . 
E f f e c t i v e l y , t h e n , the count shows how many words 
the r u l e has t r a n s l a t e d c o r r e c t l y . For example:-

1. (CK (DELIM C0NS1 VOWEL) (DELIM) (K ) ) 3 
2. (CK (DELIM B A) (DELIM) (K) ) 1 
3. (CK (DELIM C0NS1 U) (DELIM) (K ) ) 2 
k. (CK (DELIM D U) (DELIM) (K) ) 1 
5. (CK (DELIM L U) (DELIM) (K) ) 1 

Rules 4 and 5 were combined to g ive r u l e 3, which 
was combined w i t h (bas i c ) r u l e 2 to g i ve r u l e 1 . 
The usage count appears f o l l o w i n g the r u l e . Th is 
format shows p i c t o r i a l l y the way a r u l e has been 
d e r i v e d , which is very u s e f u l when debugging and 
i n v e s t i g a t i n g o ther areas o f the system. 

B. Rule C o n f l i c t 

Rule c o n f l i c t occurs when the l e f t and r i g h t 
contex t o f two r u l e s f o r the same l e t t e r are the 
same w i t h the r u l e s producing DIFFERENT phonemes. 
When t h i s c o n d i t i o n is de tec ted the system 
evaluates the importance o f the o f f end ing genera l 
r u l e s by seeing which s a t i s f i e s the most words 
(us ing the r u l e usage c o u n t ) . Th is one i s k e p t , 
and the o ther d iscarded and rep laced by i t s 
composing r u l e s one l e v e l down. Rules may be made 
and broken seve ra l t imes , depending on the order of 
the words accepted i n t o the system, but usua l l y a 
c l e a r "w inner " emerges. 

U n f o r t u n a t e l y , there are o t h e r , more-complex, 
types o f c o n f l i c t . Given two r u l e s 

A . ( s t r i n g l ( A - l e f t ) ( A - r i g h t ) (phonemel)) 
B . ( s t r i n g 2 ( B - l e f t ) ( B - r i g h t ) (phoneme2)) 

where phonemel does not equal phoneme2, then the 
d i f f e r e n t combinat ions o f l e f t and r i g h t contex ts 
may be represented us ing the f o l l o w i n g t a b l e : -

Table 1 : t y p e s o f C o n f l i c t 
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P r i o r i t y ambiguity can be i l l u s t r a t e d as 
f o l l o w s : -

( A ) 1 
(DELIM VOWEL) 2 

Which is the more general? (1) is not r e s t r i c t e d 
to having a de l im i t e r before i t and (2) is not 
r e s t r i c t e d to j u s t the vowel "A" . Act ion taken on 
f i nd ing c o n f l i c t i s ou t l ined below. 

1. No c o n f l i c t ( type 4) 

When a new r u l e enters the system it is compared 
wi th each r u l e i n i t s l e t t e r l i s t . This 
comparison s t a r t s at the end of the l i s t (w i th the 
defau l t r u l e ) and f i n i shes at the top . I f no 
c o n f l i c t cond i t ion occurs then the new ru l e is 
inser ted a t the top o f the l i s t . 

2. Proper c o n f l i c t ( type 0) 

I f dur ing the above process c o n f l i c t is 
discovered then the count of the new ru le is 
compared w i th tha t of the c o n f l i c t i n g r u l e . The 
ru le w i th the highest count is re ta ined , and the 
other r u l e i s broken i n t o i t s const i tuents and 
input to the system without t r y i n g to combine them 
wi th other ru les i n the l i s t . 

3. P a r t i a l c o n f l i c t ( type 1 or 2) 

If a type 1 c o n f l i c t occurs as the comparison 
operat ion is tak ing p lace, then the incoming ru l e 
i s inser ted i n t o the r u l e l i s t immediately 
fo l l ow ing the r u l e i t c o n f l i c t s w i th (but see 
Part I V ) . I f however i t i s a type 2 c o n f l i c t 
the comparison passes over (and therefore above) 
the c o n f l i c t i n g r u l e and continues on u n t i l 
c o n f l i c t occurs again, or the top o f the l i s t is 
found and the r u l e inser ted the re . This p a r t i a l 
c o n f l i c t handl ing therefore causes the ru les to be 
ordered w i th the more general fo l low ing the less 
general. 

4. Ambiguity ( type 3) 

While t h i s type is reported by the system, no 
spec ia l ac t ion is taken. No adverse e f fec ts seem 
to occur by ignor ing i t in t h i s way, as 
s t a b i l i s a t i o n (see Part IV) corrects any resu l tan t 
r u l e misplacement. 

Occasional ly, ru les produced towards the end of 
reading a batch of words can negate the e f fec t of 
ru les produced e a r l i e r . To overcome such er rors 
and check the ru les more genera l ly , the batch of 
words are again input to the system. A l l the 
words Bhould be pronounced co r rec t l y but i f t h i s is 
not the case then the ru le set must be i nco r rec t . 
The fo l l ow ing example shows t h i s . 

Consider the two fo l low ing ordered "S" ru les 
(where the indented ru les l i s t e d below them are the 
ru les that were combined to form the general 
r u l e ) : -

When "WAS" is r e i npu t , i t is t rans la ted by ru le 1 
ra ther than ru l e 2 (since 1 precedes 2 in the ru le 
s e t ) , g i v ing the wrong phoneme fo r the " S " . This 
requires the fo l l ow ing ( s p e c i f i c ) r u l e to be 
c rea ted : -

(S (DELIM W A) (DELIM) <Z)> 

and t h i s is checked against the current r u l e set in 
the usual way to look f o r possib le genera l isa t ions . 
I t of course f i nds r u l e 2, and attempts to combine 
the two. 

At t h i s p o i n t , the system checks to see i f the 
r u l e being combined wi th r u l e 2 has already been 
combined wi th other ru les to produce ru l e 2. 
Finding that i t has (as 2a) , ru le 2 is broken i n t o 
i t s (immediate) lower - leve l components, and these 
are re-entered i n d i v i d u a l l y i n t o the system (as i f 
they had j u s t been created) . 

This i n i t s e l f i s i n s u f f i c i e n t , i n that i f n o 
other ac t ion was taken these components would 
merely be recombined to give the o r i g i n a l 
(over-general) r u l e . To stop t h i s , dur ing 
recombination the system w i l l only combine those 
ru les which have exact ly the same p a t t e r n . 

Using the above example, then, ru le 2 is broken 
to give the four separate ru les 2a to 2d. With 
exact matches now needed f o r genera l i sa t ion , the 
"WAS" and "HAS" ru les can be combined to g i v e : -

IV RULE STABILISATION 

The system so f a r described reads in a set of 
words, creates basic ru les to t r ans la te these words 
and attempts to form general ru les from examination 
of these basic r u l e s . 

There are occasions when t h i s is i n s u f f i c i e n t 
and the same ru le is s t i l l formed. This 
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s i t u a t i o n is handled by breaking the other ru l e ( i e 
the one that i n te r f e red wi th the ru le that should 
have been used - r u l e 1 in the example). 

I f t h i s also recombined to form the same ru le 
(even under t h i s s t r i c t e r con t ro l ) then the least 
used ru le is broken and i t s components re-entered 
i n t o the ru le set without a l lowing any combination. 

This process of r e - i n p u t t i n g the words is 
repeated u n t i l a l l the words are t rans la ted 
cor rec t l y and the system is s tab le . This usual ly 
takes 2 or 3 i t e r a t i o n s . The system is then 
complete i n that i t w i l l co r rec t l y t rans la te a l l 
the words given to i t . 

V RESULTS 

The system has three modes of operat ion. The 
f i r s t is the normal reading of words and creat ion 
of ru les ; the second is the s t a b i l i s a t i o n 
procedure; and the t h i r d is a ru le evaluat ion mode. 
This t h i r d mode enables the system to read words, 
show t h e i r pronunciat ion using i t s r u l e set and 
compare t h i s w i th the ac tua l pronunciat ion to 
enable s t a t i s t i c s to be produced. These show the 
number of words the system has pronounced co r rec t l y 
and the number of phonemes co r rec t l y produced. 
During t h i s process the ru le set is not changed in 
any way. 

I f a l l the words that created a set of ru les 
were run in t h i s way, then the s t a t i s t i c s would 
always show 100* correctness of pronunciat ion. 
To obta in more meaningful r esu l t s a l l the basic 
ru les are deleted before eva luat ion . The 
resu l tan t s t a t i s t i c s give an i nd i ca t i on of how good 
the general ru les produced a re . It may a lso be 
the case that some of the basic ru les may not be 
needed anyway as the general ru les may have 
developed fa r enough to make them redundant. 

The usage counts of a l l the ru les are zeroised 
before an evaluat ion run and incremented dur ing i t , 
so the f igures f o r usage are correct at the end of 
a run . Any unused ru les (usage count of zero) 
can be de le ted . 

The r e s u l t is a set of f igures showing the 
propor t ion of phonemes and words co r rec t l y 
t rans la ted by the ru l e s e t . In a d d i t i o n , the 
l i s t o f ru les used is given together w i th an 
i nd i ca t i on ( v i a the usage count) of the usefulness 
o f i n d i v i d u a l r u l e s . 

Evaluat ion, runs have been car r ied out on the 
ru les produced from reading the frequency based 
words from the Ladybird key word books (5) , and the 
d ic t ionary en t r i es (4) f o r the f i r s t two l e t t e r s o f 
the alphabet ( run separa te ly ) . To act as a 
comparison, the same data have been run through a 
manually produced set of r u l e s . This was 
obtained by Ang l i c i s i ng the ru les produced by the 
American group ( 2 ) . The resu l t s are shown in the 
fo l l ow ing t a b l e : -

The o r i g i n a l American ru l e set was claimed to 
have a success ra te of 90* words cor rect and 97* 
phonemes co r rec t , but i t should be stressed that 
these f igures were derived from l i s t e n i n g t es t s , 
not comparison w i th d i c t i ona ry d e f i n i t i o n s . 
Their f igures are also frequency weighted i . e . 
correct t r ans l a t i on of a frequent word was more 
h igh ly rated than an inf requent word. 

This is shown in the t a b l e , where the best 
r esu l t s were obtained from the Ladybird words ( the 
most frequent 500 words of j uven i le read ing) . 
Here the percentage correct produced by the manual 
system approaches the f i gu res quoted. The 
def ic iency can be accounted fo r by the d i f f e r e n t 
method of de f i n ing correctness and a lso because the 
Ang l i c i s ing may have led to de te r i o ra t i on of the 
r u l e s . 

It can be seen that there is a large discrepancy 
between the resu l t s f o r the A's and B's f o r both 
the automatic and the manual systems. This is 
caused by the d i f f i c u l t y of f i n d i n g a ru le to 
def ine the pronunciat ion of i n i t i a l A ' s . The 
automatic system spent near ly 40 minutes t r y i n g to 
come up wi th a su i tab le ru le to def ine which word 
should s t a r t w i th AE and which w i th AX. The 
problem is bas ica l l y one of s t ress and , i t is 
i n t e r e s t i n g that no set of ru les appears to ex i s t 
to handle t h i s s i t u a t i o n . 

The "B" run is a be t te r t es t as i t is not so 
a f fec ted by the s t ress problem. The automatic 
system took only 10 minutes to come up wi th a set 
of ru les that perform much be t te r than the "A" se t . 

In both the A's and the B 's , the automatic and 
manual system are close in t h e i r r e s u l t s and only 
in the Ladybird set do they d i f f e r s i g n i f i c a n t l y . 
Frequent words o f ten have unusual pronunciat ion 
( i . e . they do not fo l l ow set r u l es ) so in most 
systems they are usual ly handled by a small 
exceptions d i c t i o n a r y . This is s i m i l a r to the 
system's basic r u l e s , so by de le t i ng them the 
system's performance has been ser ious ly a f fec ted 
f o r frequency based words input to i t . This is 
a lso re f l ec ted in the ru les used, where the manual 
system has used three times as many as the 
automatic system. 
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However, the system does successfu l ly learn ru les 
governing the pronunciat ion of words from examples. 
A number of ru les produced are exact ly the same as 
some in the manually produced s e t , whi le others 
show considerable s i m i l a r i t y . And the ru l e set 
produced from a sect ion of d i c t i ona ry performs 
approximately as we l l as the manually produced se t . 

APPENDIX I: Constants used in the system 

DELIM : word de l im i t e r (space, f u l l s top , e t c . ) 

VOWEL : A, X, I, 0, U 

C0NS1 : B,C,D,F,Q,H,J,K,L,M,N,P,Q,R,S,T,V,V,X,Y,Z 

INITIAL RULE SET: 

APPENDIX I I : Phonetics used in the system 
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