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ABSTRACT II BELIEF MODELS 

I d e n t i f y i n g decept ion i n s t o r i es 
requi res an understanding of the b e l i e f s 
of the charac te rs . A model must inc lude 
both b e l i e f s about f ac t s and b e l i e f s 
about other charac ters . This paper 
presents a method f o r represent ing such 
b e l i e f s t r u c t u r e s . A r b i t r a r y leve ls o f 
embedded b e l i e f s are represented by 
c v c l i c s t ruc tu res w i t h Shared common 
b e l i e f s . With these s t ruc tu res we show 
how d i f f e r e n t instances of decept ion can 
be recognised w i t h a s ing le decept ion 
template. We w i l l i l l u s t r a t e these 
concepts by apply ing them to several 
example s t o r i e s . 

I INTRODUCTION 

When Eve caused mankind to be e jected from the 
Garden, the wor ld became a place where t r u t h could 
no longer be taken f o r g ran ted . Not only has 
decept ion played a c r i t i c a l par t in h i s t o r y , but i t 
i s cen t r a l in the development o f f i c t i o n a l s t o r i e s 
as w e l l . 

For a c lear understanding of most s t o r i e s , an 
understanding of deception is e s s e n t i a l . We must 
understand how people can have d i f f e r i n g b e l i e f s , 
how they can successfu l ly l i e to each o ther , and 
why they l i e to each o ther . 

Deception ia d i f f i c u l t to understand because 
i t deals w i t h b e l i e f s ra ther than w i t h f a c t u a l 
i n fo rma t ion . Most of the research done in language 
understanding has dea l t w i t h unquestionable fac ts 
(phys ica l a c t i o n s , a t t r i b u t e s of o b j e c t s , and so 
on ) . However, to understand decept ion, we must 
model the b e l i e f s of charac te rs . Some work has 
been done on modeling simple b e l i e f s [ 1 ] ; however, 
characters must a lso have models of other 
characters" b e l i e f s in order to deceive. 

In t h i s paper, we w i l l present a s ing le method 
f o r modeling both characters" own b e l i e f s and t h e i r 
b e l i e f s about other charac ters . We w i l l then show 
how s to r i es conta in ing decept ion can be analyzed 
using these models. 

In t h i s s e c t i o n , we int roduce the b e l i e f 
models that are used throughout the paper. Here, 
we w i l l use them to model a simple s i t u a t i o n w i t h 
no decept ion: 

Maggie t e l l s Andy that she was once mar r ied . 

Example 1. 

In order to model t h i s s i t u a t i o n , we must make some 
inferences about what people be l ieve a f t e r they say 
or hear something. These de fau l t ru les of 
conversat ion [3] are c r u c i a l to the cons t ruc t ion of 
the b e l i e f s t r u c t u r e s . A f te r reading the sentence 
in example 1, we can make the f o l l ow ing in ferences: 

Maggie was mar r ied . 
Maggie bel ieves she was mar r ied . 
Andy bel ieves Maggie was mar r ied . 
Maggie bel ieves Andy bel ieves Maggie was mar r ied . 
Andy bel ieves Maggie bel ieves she was mar r ied . 

These are de fau l t in fe rences; some may not be made 
i f c o n f l i c t i n g in fo rmat ion i s already known. 

Notice tha t the las t two inferences conta in 
nested b e l i e f s , that i s , b e l i e f s about other 
b e l i e f s . We could continue the l i s t of possib le 
inferences i n d e f i n i t e l y by making each inference 
more nested than the previous one. The b e l i e f 
s t ruc tu res appear to be i n f i n i t e l y recu rs i ve . How 
many leve ls of nested b e l i e f s should we model? For 
example, why not i n f e r "Andy bel ieves Maggie 
bel ieves Andy bel ieves Maggie was marr ied"? In a 
no ta t ion s i m i l a r to the one in Bruce and Newman 
12] , we can i n f e r Andy and Maggie's b e l i e f s (A and 
M, respec t i ve l y ) and t h e i r b e l i e f s about each 
o the r ' s b e l i e f s (AM and MA). However, people have 
d i f f i c u l t y understanding deeper b e l i e f s such as the 
complex one shown above in quotes, which would be 
w r i t t e n as AMA. As we s h a l l see in l a t e r examples, 
i t is sometimes necessary to model these recurs ive 
b e l i e f s in order to detect decept ion. 

In example 1, models A and AMA can be viewed 
as being the same b e l i e f model. This simply means 
that Andy th inks Maggie has modeled him c o r r e c t l y ; 
that i s , Andy th inks that h is b e l i e f s are i d e n t i c a l 
to Maggie's model of h is b e l i e f s . To the reader of 
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t h i s one-sentence s t o r y , h is view of A and AMA are 
not merely equ iva len t , they are the same b e l i e f 
model. For t h i s simple case of mutual b e l i e f s , i f 
we r e a l i z e tha t AM - M and MA - A, then we can 
create a c y c l i c s t ruc tu re which captures a l l the 
in format ion tha t would appear in the i n f i n i t e l y 
recurs ive model. 

Figure 1 . 

Figure 1 i l l u s t r a t e s t h i s c y c l i c model. Here, 
the two b e l i e f models are the large boxes w i t h 
numbers in the uppe r - l e f t corner. The numbers are 
i l l u s t r a t i v e purposes and are not part of the 
rep resen ta t ion . Each model contains a l i s t of 
f ac ts (only MARRIED in t h i s case) and possib ly one 
or more nested models. These models are the 
smaller boxes that conta in only a s ing le number. 
This s ing le number is meant to i l l u s t r a t e that t h i s 
is not a new model, but is merely a reference ( i n 
the LISP implementat ion, a po in te r ) to the e x i s t i n g 
model w i th the same number. In other words, in the 
s t a t i c s t r uc tu re shown in f i g u r e 1 , there are only 
two b e l i e f models. 

For the sake of c l a r i t y w i t h i n our f i g u r e s , we 
have abbreviated i n d i v i d u a l f a c t s . For example, 
the fac t that Maggie was marr ied is w r i t t e n as 
MARRIED. A c t u a l l y , each fac t in the model would be 
a knowledge representa t ion such as Conceptual 
Dependency [ 1 0 ] . 

The s t ruc tu re in f i g u r e 1 is one of mutual 
b e l i e f [ 2 J . This i s the de fau l t b e l i e f s t ruc tu re 
when in fo rmat ion is t rans fe r red from one person to 
another. It occurs only when ne i ther person has 
c o n f l i c t i n g knowledge about the sub jec t . 

III SIMPLE DECEPTION 
Suppose that whan we were reading example 1, 

we knew that Maggie had never been mar r ied . The 
s tory would e f f e c t i v e l y have been: 

Maggie has never been mar r ied . 
She t e l l s Andy that she was once mar r ied . 

Example 2. 

Figure 2 shows the b e l i e f models fo r t h i s modi f ied 
s to r y . The same inference ru les have been used to 
construct t h i s model as we used in example 1. 
However, not a l l of the de fau l t inferences appl ied-
to the model. For example, Maggie does not be l ieve 
that she was ever mar r ied , even though she t e l l s 
Andy she was. However, using the same de fau l t r u l e 
( i f someone says something, he bel ieves i t ) , Andy 
constructs a model of Maggie that contains the f a c t 
that she was marr ied . Andy's b e l i e f s about 
Maggie's b e l i e f s now d i f f e r from Maggie's ac tua l 
b e l i e f s (AM does not equal M). 

Showing tha t AM does not equal M only y i e l ds 
that an inconsistency in the be l i e f s t ruc tu re 
e x i s t s . A l i e is an i n t e n t i o n a l a c t . There is 
deception in t h i s example because Maggie knows she 
has l i e d to Andy. Maggie bel ieves tha t Andy has an 
incor rec t model of her; MAM does not equal M. The 
be l i e f boxes corresponding to MAM and M are labeled 
3 and 1, r espec t i ve l y . Not ice that they d i f f e r 
about the 'MARRIED' f a c t . 

|<j) MAGGIE: TIME:! I 
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This example is the pa t t e rn which we w i l l 
hereaf ter r e f e r to as the decept ion template. I t 
includes two main ideas; f i r s t , the i n t e n t i o n a l i t y 
of the decept ion (MAM not equal to M) and secondly, 
the ac tua l success of the decept ion (AM not equal 
to M). We w i l l show that t h i s pa t te rn f i t s a l l 
examples of decept ion. 

IV PSYCHOLOGICAL JUSTIFICATION OF THE MODEL. 
Although the need f o r some type of nested 

s t ruc tu re in a b e l i e f model is very c l e a r , 
understanding s to r i es that con ta in many leve ls of 
b e l i e f s can become very d i f f i c u l t . For example, 
when one t r i e s to analyse the b e l i e f s of another, 
one can imagine himsel f as the other person. This 
involves rep lac ing h is top l e v e l b e l i e f s w i t h the 
b e l i e f s he holds about the other person. This 
process of " g e t t i n g i n t o someone e l se ' s head" is 
par t of the reason why people have d i f f i c u l t y in 
understanding s t o r i e s w i t h many leve ls of b e l i e f s . 
With these s t o r i e s , t h i s replacement of top l eve l 
b e l i e f s occurs several t imes. 

In example 1, A, AHA, and AMAMA describe 
several app l i ca t i ons of t h i s replacement process. 
However, in terms of the phys ica l s t ruc tu re of the 
model, these b e l i e f boxes are the same model. In 
sp i t e of t h i s , we are unable to answer questions 
about AMAMA. This is because even though the 
s t r u c t u r a l nes t ing of AMAMA is only 2 leve ls deep, 
i t s dynamic nest ing l e v e l ( i . e . , the number times 
the above process is used) is 6 leve ls deep. Our 
representa t ion al lows the dynamic nest ing l e v e l to 
increase w i thou t bound. However, we bel ieve that 
t h i s is a very complex process, and fo r each 
person, the maximum depth in the model at which the 
process can take place is the determining f ac to r in 
t h e i r a b i l i t y t o recognize decept ion. 

V MODELING THE READER 

The previous model was i m p l i c i t l y that of a 
reader of the s t o r y . I f we make t h i s fac t e x p l i c i t 
in our model, we can see tha t the author can 
deceive the reader in p rec ise ly the same way that 
s tory characters deceive one another. 

Consider the f o l l ow ing s to ry fragment: 

Maggie t e l l s . Andy she was mar r ied . 
Maggie t e l l s Andy she l i e d about being mar r ied . 

Example 3. 

Notice the representa t ion ( f i g u r e 3) now includes 
an outermost model of the reader of the s t o r y . 
Like example 2, t h i s s to ry contains an instance of 
decept ion. However, in example 2, the reader knew 
that Maggie was l y i n g a l l a long . In t h i s example, 
the reader is as surpr ised as Andy by Maggie's 
confess ion. 

Two new items of no ta t i on are introduced in 
f i g u r e 3. The two types of arrows (S-arrows and 
U-arrows) i nd i ca te a b e l i e f change as a r e s u l t of 

new i npu t . The t r a n s i t i o n from box 3 to box 5 
shows that the reader held an incor rec t view of 
Maggie. Maggie has not changed her b e l i e f s ; the 
reader has changed h is mind about what Maggie's 
b e l i e f s have always been. At t h i s p o i n t , the 
reader has admitted to himsel f that he was wrong 
about what Maggie be l ieved . Therefore he has ( i n 
the language of [ 6 ] ) supplanted h is model of 
Maggie. The ' S ' (supplant ) on the arrow ind ica tes 
t h i s . Notice that Andy's model of Maggie has 
changed in exac t ly the same way that the reader 's 
has. This is because they were both deceived by 
Maggie in the same way. Thus, the reader 's model 
is not the only one tha t can be supplanted; 
charac te rs ' models can be supplanted, too . 

F i g u r e 3 . 

The t r a n s i t i o n from box 2 to box 4 ind ica tes 
that the reader has a l t e red h is b e l i e f s about Andy. 
The reader was never wrong; he has merely recorded 
the f ac t tha t Andy has changed h is mind. This is 
ind ica ted by the ' U ' (update) on the arrow. Andy's 
o ld be l i e f ( t ha t Maggie was marr ied) remains in the 
current model (box 4 ) . 

To summarise, when a b e l i e f model is changed 
because a character was modeled i n c o r r e c t l y , it is 
supplanted; when a b e l i e f model is changed to 
r e f l e c t that a character changed h is mind, i t is 
updated. 

We w i l l now exp la in how the simple deception 
template described e a r l i e r al lows us to detect the 
presence of decept ion in t h i s more complicated 
model. At the end of the f i r s t sentence, there is 
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a s ta te of mutual b e l i e f . In f i g u r e 3, t h i s is the 
c y c l i c s t r uc tu re i nvo l v i ng boxes 2 and 3 ( t h i s is 
the same as f i g u r e 1 ) . At the end of the second 
sentence there as is a lso a s ta te of mutual b e l i e f . 
This is the s t ruc tu re i nvo l v i ng boxes 4 and 5. 
There appears, at f i r s t g lance, to be no decept ion 
in the model. But not ice the "supp lant " h i s t o r y in 
box 4. At the end of the second sentence the 
reader r ea l i zes tha t he was wrong about the 
apparent mutual b e l i e f that ex is ted a f t e r the f i r s t 
sentence. The deception template matches the 
s t ruc tu re i nvo l v i ng boxes 3, 4, and 5. These boxes 
represent the reader 's rev ised view of the s ta te of 
a f f a i r s a f t e r the f i r s t sentence. I t was the 
second sentence tha t gave the reader a c lue about 
what had a c t u a l l y happened. 

Let us b r i e f l y c l a r i f y how boxes 3, 4, and 5 
ind ica te tha t Maggie has deceived Andy. In box 5, 
Maggie has a reference to box 4. She bel ieves tha t 
at time 1 Andy bel ieved box 3. The l e f t side of 
the supplant in box 4 re fe rs to a b e l i e f held at 

time 1. Box 3 contains 'MARRIED' whi le Maggie has 
always bel ieved 'SINGLE' ( f rom box 5 ) . 

This is an example of discovered decept ion. 
Before the d iscovery , at time 1, there is a s ta te 
of mutual b e l i e f . A f t e r the deception is 
d iscovered, there is a s tate of mutual b e l i e f , but 
a lso a r e a l i z a t i o n that the previous s ta te was not 
one of mutual b e l i e f . 

VI DOUBLE DECEPTION 

Double decept ion [2] occurs when a person 
al lows another to th ink that a l i e has been 
success fu l . An example w i l l c l a r i f y : 

Maggie t e l l s Andy she was once mar r ied . 
Maggie t e l l s Andy she l i e d about being mar r ied . 
Andy says he knew it a l l a long. 

Example 4. 
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The f i r s t two sentences are the same as those 
in example 3. In the t h i r d sentence Andy admits 
tha t he knew of Maggie's decept ion a i l a long. In 
f i g u r e 4 , t h i s i f represented i n the reader 's model 
by the t r a n s i t i o n from box 4 to box 6. The reader 
has replaced the r e l a t i v e l y complicated s t ruc tu re 
in box 4 ( t h a t Andy be l ieved one th ing and then 
changed h is mind) w i t h the simple view in box 6 
( t ha t he knew a i l a long ) . 

Maggie changes her model of Andy in p rec ise ly 
the same way. This is because the reader and 
Maggie are both surpr ised by Andy's r e v e l a t i o n in 
the t h i r d sentence. This i l l u s t r a t e s how our model 
can capture the common elements of the 
s u p e r f i c i a l l y d i f f e r e n t a c t i v i t i e s o f deceiv ing the 
reader and deceiv ing a charac ter . 

VII DETECTING DECEPTION 

Because decept ion can occur at c e r t a i n times 
in the s tory and be not iced at other t imes, we now 
descr ibe the use of what we c a l l the "TIME" s l o t of 
each b e l i e f . The time s l o t is used to 
d i f f e r e n t i a t e between s i m i l a r b e l i e f s held by the 
same person at d i f f e r e n t t imes. When a b e l i e f is 
" c rea ted" we place a number in the time s l o t 
corresponding to the number of the sentence from 
which the b e l i e f was i n f e r r e d . 

At any po in t in the s t o r y , we can ask 
questions r e l a t i n g to the supplant/update h i s t o r i e s 
of our model. We may ask, "When d i d a decept ion 
occur in the past?" and "When d id you f i r s t f i n d 
out about i t ? " In example 3, the reader is aware of 
the decept ion at the time that i t happens. In 
example 4, the reader f i nds out l a t e r , at time 3, 
about a decept ion that occured at time 2. The 
reader 's use of the b e l i e f h i s t o r i e s that are 
modeled w i t h i n each character al lows him to answer 
these quest ions. The reader may a lso use h is own 
b e l i e f h i s t o r i e s to examine what he bel ieved in the 
pas t . 

V I I I READER-AUTHOR DECEPTION 

If we want to study how a s tory w i t h decept ion 
is w r i t t e n , we can create models of the author and 
the reader. Each model has a hypo the t i ca l model of 
the o ther . As the reader reads the s t o r y , he 
const ructs a view of the author in exac t l y the same 
way as he models characters in the s t o r y . The 
reader uses e s s e n t i a l l y the same de fau l t in ference 
ru les when dea l ing w i t h the author . However, there 
are some d i f f e r e n c e s . For example, we know of no 
case in f i c t i o n a l s t o r i e s where the author l i e s 
d i r e c t l y to the reader. Ins tead, the author 
achieves t h i s e f f e c t by having a character l i e , 
thereby l y i n g to the reader i n d i r e c t l y , as in 
example 3, or by s e t t i n g up a s i t u a t i o n w i t h st rong 
inferences that l a t e r are found to be i n c o r r e c t . 
I t i s i n t e r e s t i n g to note tha t in other forms o f 
w r i t t e n m a t e r i a l where fewer r e s t r i c t i o n s app ly , 
such as propaganda and campaign l i t e r a t u r e , the 
author may d e l i b e r a t e l y l i e to the reader. 

IX LIMITATIONS OF THE INFERENCING MECHANISM 

We i n i t i a l l y introduced ( i n sec t ion 2) the 
inference ru les that were necessary to construct 
a l l o f the given deception examples. This s t a t i c 
set of ru les may not apply in a l l cond i t i ons . For 
example, when one suspects tha t another is 
d ishonest , h is inference ru les may d r a s t i c a l l y 
change. That i s , i f one bel ieves he is being 
deceived, he may be l ieve something d i f f e r e n t from 
what he hears. If he is being t o l d the t r u t h then 
he may misconstrue the good i n ten t of the speaker 
based on h is own erroneous in fe rence . 

La te r , when we t r y to understand more 
complicated s t o r i e s , i t w i l l be necessary fo r each 
person to have reasons f o r each of h is b e l i e f s . We 
propose to add what we c a l l 'WHY' tags to each 
b e l i e f . These tags ind ica te the reasons f o r the 
b e l i e f . A t e n t a t i v e l i s t of reasons f o r a b e l i e f 
includes personal ly exper iencing i t , being t o l d 
about i t , and i n f e r r i n g i t . These tags w i l l a id i n 
t r ac ing bad sources of in fo rmat ion and co r rec t i ng 
bad in fe rences. 

There is a spec i f i c form of decept ion which 
has not been considered here. This is when the 
deceiver take6 advantage of the f ac t that a person 
can be led to draw incor rec t inferences when he is 
presented w i t h cor rec t but incomplete data . In 
t h i s case, the why-tag on the fac t of the deception 
ind ica tes that the i nco r rec t in fo rmat ion was 
i n f e r r e d and not t o l d by anyone. An area of f u tu re 
research is to make a program answer questions 
about how a p a r t i c u l a r character was deceived. 
This w i l l invo lve extensive use of the why tags and 
is beyond the scope of t h i s paper. 

X IMPLEMENTATION OF THE THEORY 

A program is present ly being w r i t t e n in UCI 
MLISP to implement the theory presented here. It 
is d iv ided i n t o 3 separate p a r t s . The f i r s t par t 
w i l l use app l i ca t ions of the inference ru les to 
t ransform the i n i t i a l input ( i n Conceptual 
Dependency) i n t o the i n t e r n a l rep resen ta t ion . This 
t rans format ion process has been p a r t i a l l y described 
in t h i s paper; however, i t has not yet been 
implemented. The second process cons is ts of 
recogniz ing the deception using the decept ion 
template. It could also be used as the basis f o r a 
quest ion-answering system. This po r t i on of the 
system is in the implementation stages, as w e l l . 
The t h i r d and only completed po r t i on of the system 
was used to p r i n t the deception diagrams in t h i s 
paper from the proposed i n t e r n a l b e l i e f 
representa t ion which was e x p l i c i t l y input by hand. 
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The main goal of our representa t ion has been 
to adhere to a reasonable theory of memory 
o rgan i sa t i on . The f i r s t problem solved is tha t of 
nested b e l i e f s and mutual ly nested b e l i e f s . By 
using references to b e l i e f boxes in c rea t ing the 
c y c l i c s t r u c t u r e s , we have economized on the number 
of b e l i e f s . We create a f i xed -s i zed model which 
appears to be dynamic when re ferenced. 

Another goal of our representa t ion involves 
s to r i ng knowledge about the past . In [6] we see 
that a h i s t o r y of inferences is needed in order to 
understand the in termediate inferences of 
characters in a s tory at any a r b i t r a r y t ime. Our 
representa t ion also e x h i b i t s t h i s necessary 
c a p a b i l i t y We have shown how time dependent 
in fo rmat ion is "remembered" in our representa t ion 
and how quest ions concerning such in fo rmat ion can 
be answered. 

Our b e l i e f representa t ion is evo l v i ng . 
Present ly it is used only to detect decept ion. We 
bel ieve tha t i t w i l l b e use fu l i n i n t e r a c t i n g w i t h 
a p lanning mechanism. The e f f ec t s of changing 
b e l i e f s on p lan -c rea t i on and g o a l - s e t t i n g are 
widespread. I t is our goal to design a b e l i e f 
s t ruc tu re tha t w i l l s a t i s f y the i n t e r a c t i o n 
requirements of a p lanning mechanism so tha t we can 
achieve a be t te r understanding of the under ly ing 
reasons f o r decept ion. 
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