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ABSTRACT 

This paper descr ibes processes of t ransforming 
michi-annai-bun, l i t e r a l l y s t reet-guide-sentence 
i n to a map on a d isp lay device: we f i r s t show 
how such t ransformat ion is performed, and then 
we discuss what i t means in terms of understanding 
natura l language expressions. 

INTRODUCTION 
In A r t i f i c i a l I n t e l l i g e n c e and Cogni t ive Science 
there have been a number of s tud ies concerned 
w i t h maps and d i r e c t i o n s . Notably, Kuipers£l3 
presented a model of representa t ion of large 
scale environments and used i t in cons t ruc t ing 
routes w i t h s t r e e t desc r i p t i ons . Riesbeck[2] 
observed tha t much of s p a t i a l reasoning was 
unnecessary when one reads a w r i t t e n set of 
d i r e c t i o n s . He claimed t h a t , w i thou t de ta i l ed 
in fo rmat ion on a l l the t u r n s , d is tances, and 
l oca les , the set of d i r e c t i o n s was c lea r and 
sensib le i f i t i s s a t i s f i e d c e r t a i n cond i t i ons . 
He then wrote a program tha t judged the c l a r i t y 
and c r u c i a l i t y o f the sentence in the t ex t 
g i v i n g d i r e c t i o n s . 

Here we present another program tha t is 
concerned w i t h mich i -annal -bun, l i t e r a l l y s t r e e t -
guide-sentence. QJLT program computes a p i c t u re 
(map) from michi-annai-bun or t e x t s g i v i n g 
d i r e c t i o n s . The e f f o r t is made w i t h a s i m i l a r 
ideas in mind tha t Simmons descr ibed when he 
computed p i c tu res from na tu ra l language f o r 
the c lown's m ic rowor ld [3 ] . 

MICHI-ANNAI-BUN 
A michi-annaJ -bun is a sequence of sentences 

( i n s t r u c t i o n s ) t ha t t e l l s us how to get to a 
place from c e r t a i n p o i n t . For example: 

to another. An "ex is t -sen tence" is a sentence 
tha t shows us the existence of landmarks along 
the way to the d e s t i n a t i o n . A "comment-sentence" 
is a sentence tha t g ives us some other use fu l 
in fo rmat ion on d i r e c t i o n s . 

Each sentence in mich i -anna i -bun 's is d i v ided 
i n t o a verb and cases associated w i t h i t . In 
p a r t i c u l a r , a move-sentence conta ins at most 
f i v e cases and an ex is t -sentences two cases. 
The cases we came up w i t h f o r the move-sentence 
are o r i g i n , goal way, d i r e c t i o n , and d is tance. 
Those f o r the ex is t -sentence are p o s i t i o n and 
ob jec t . For ins tance, the sentence 

Koushuu-kaidou-o m i g i - n i magaru. 
(Turn r i g h t at Koushuu-kaidou.) 

is a move-sentence tha t has a move-verb magaru 
( t u rn ) and two cases, way (Koushuu-kaidou) and 
d l r e c t i o n ( m i g i ) . The sentence 

Koujou-ga a ru . (There is a f a c t o r y . ) 

is an ex is t -sentence tha t has an e x i s t - v e r b aru 
( t o be) and the case, ob jec t (kou jou ) . 

The sentence 

Minogasu koto-wa arimasen. 
miss i t . ) 

(You can not 

is an example of the ex is t -sentences. 

MAP COMPUTATION 
Map computation from mich i -anna i -bun 's has 

three d i s t i n c t processes: sentence ana lys i s , 
i n t e r n a l code genera t ion , and map drawing. F i r s t , 
a michi-annai-bun is decomposed i n t o a set of 
simple sentences each o f which, in t u r n , i s d i v i d ­
ed i n t o a verb and it case r e l a t i o n s . Second, 
the semantic s t r uc tu re of each simple sentence 
is transformed i n t o a mat r i x (o r matr ices) and 
the michi-annai-bun becomes a sequence of mat­
r i c e s . F i n a l l y , w i t h the in fo rmat ion suppl ied 
by the mat r ices , a set of For t ran rou t ines tha t 
uses GPSL (Graphic P l o t t i n g Subprogram L ib ra ry ) 
is c a l l e d to compute a map on a d isp lay dev ice. 

Sentence Ana lys is . Sentence ana lys is does two 
successive decompositions of michi -annai -bun: 

1. michi-annai-bun --> simple sentences 
2. simple sentence --> standard form (verb 
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and cases) 

The purpose of the decompositions is to enumerate 
in standard forms a t r a i n of conceptual u n i t s 
t ha t corresponds to ac t ions and s i t u a t i o n s p e r t i ­
nent to the michi -annai-bun. 

The sentence ana lys is in michi-annai-bun 
is reduced to a pa t te rn matching process, g iven 
the sets of move-verbs and ex is t - ve rbs in a d i c t i o ­
nary and the f a c t t ha t a simple sentence cons is ts 
of a sequence of noun and adverb phrases, w i t h 
case i n d i c a t i n g p a r t i c l e s at the end of each 
phrase, fo l lowed by a verb. However, the order 
of phrases in a sentence is qu i te f l e x i b l e (except 
f o r the r u l e tha t the verb comes at the end), 
and sometimes actua l cases used in i t d i f f e r 
from those of the surface s t ruc tu re in the pa t te rn 
matching process. 

The pat te rns f o r noun phrases may be compl i ­
cated by a number of nouns, ad jec t i ves , p a r t i c l e s 
t ha t do not s i g n i f y the over t cases f o r m i ch i -
annai-bun' s, i n f l e c t e d forms of verbs, and other 
cons t i tuen ts al lowed to appear in a phrase. 

Comment-sentences are t reated j u s t l i k e 
comment statements to compi lers. When the verb 
used in a sentence is not f o r a move-verb or 
an e x i s t - v e r b , the sentence is ignored as a com­
ment sentence. This s i t u a t i o n also occurs when 
the decompositions f a i l e d f o r some reasons. 

I n t e r n a l Code Generation. Once the case frame 
is b u i l t f o r each sentence, in format ion in each 
phrase is sought to ex t rac t the semantic s t ruc tu re 
of the sentence. That is to say, ad jec t i ves 
and other cons t i tuen ts of a phrase may conta in 
f u r t h e r in fo rmat ion about the sentence. In a 
phrase cokina gakkou (a b i g school ) , f o r instance, 
the ad jec t i ve ookina provides in format ion on 
the s ize of the b u i l d i n g gakkou. 

A l l the in format ion in a sentence is put 
in a matr ix s t ruc tu re tha t w i l l describe the 
semantic s t ruc tu re of a sentence. From the verb 
and the elements tha t cons t i t u te a phrase, we 
may get the s i ze , type, and name of the landnarks 
or w id th , type, and name of the s t ree t concerned. 
From the preceding sentences or f o l l ow ing ones, 
we may get more in format ion about the o r i g i n , 
goa l , p o s i t i o n , e t c . Such in format ion , which 
is c r u c i a l to draw a map, w i l l be put in the 
ma t r i x . I f necessary in format ion i s miss ing, 
then a de fau l t value may be suppl ied to the appro­
p r i a t e place in the mat r i x . When the noun s i g n i ­
f i e s an ob ject tha t may be given a specia l symbol 
on a map, then the in format ion is ex t rac ted from 
the d i c t i ona ry and inser ted in the mat r i x . 

The use of the you-are-here po in te r is an 
important intermediary to generate mat r ices. 
This is a s t ruc tu re w i t h var ious var iab les tha t 

keep t rack of the current l oca t ion and des t i na ­
t i o n , d i r e c t i o n , the side of s t ree t you are on, 
e t c . In p a r t i c u l a r , two var iab les are kept f o r 
the d i r e c t i o n since absolute d i r e c t i o n s , e . g . , 
n o r t h , and r e l a t i v e d i r e c t i o n s , e . g . , r i g h t , 
may be used interchangeably in mich i -anna i -bun 's . 

MAP DRAWING. A map is computed by a For t ran 
program tha t uses GPSL, a set of For t ran sub­
rou t ines f o r graphics. 

The sequence of matr ices generated in the 
previous sect ion contains the in format ion needed 
to draw a map. Each matr ix should now have s u f f i ­
c i en t in format ion about a motion or a landmark 
along the way to the next ( in termediate) goa l . 

The For t ran program conta ins, f o r instance, 
the subrout ine WALK which requi res several argu-
ments and draws a s t r a i g h t road from the cur ren t 
l o c a t i o n ; the subrout ine CROSS draws an i n t e r ­
sec t i on ; and the subrout ine BUIUD generates a 
spec ia l symbol through one of the arguments. 

The verb or noun put in the mat r ix determines 
which subrout ine is to be c a l l e d . Then necessary 
values f o r the arguments of the subrout ine are 
sought i n the mat r i x . I f c r u c i a l in fo rmat ion 
is missing and the de fau l t value is not in the 
ma t r i x , the system generates an appropr iate ques­
t i o n , and the user is requi red to supply the 
necessary in fo rmat ion . 

AN EXAMPLE 

Consider the f o l l ow ing michi-annai-bun f o r 
an i l l u s t r a t i o n : 

When t h i s is analyzed, seven simple sentences, 
w i t h t h e i r case frames below on the r i g h t , are 
i d e n t i f i e d . 

The verb used in each simple sentence is changed 
to i t s un in f lec ted form. The case i n d i c a t i n g 
p a r t i c l e s and unnecessary conjunct ions, i f any, 
are e l iminated a lso . 

The order of the cases is o r i g i n , goa l , 
way, d i r e c t i o n , and distance f o r the move-sen­
tences. That of the exist -sentences is p o s i t i o n 
and ob jec t . Here, except f o r (4) and ( 7 ) , a l l 
verbs are move-verbs. 

Each matr ix to be generated represents a 
semantic p r i m i t i v e . A semantic p r i m i t i v e cor res ­
ponds to one of the three scenes on the m i c h i -
annai-bun: the existence of a s t r e e t , the e x i s ­
tence of a b u i l d i n g , and the movement to be i n i ­
t i a t e d by us. Thus, massugu susumu generates 
a mat r ix f o r a movement; kouban-ga aru generates 
a matr ix f o r an existence of b u i l d i n g s . In t h i s 
example, the number of matr ices is the same as 
tha t of the simple sentences as each sentence 
e n t a i l s a semantic p r i m i t i v e . 

( 2 ) , ( 3 ) , and (6) use the subrout ine WALK 
w i t h var ious arguments. Eki ( t r a i n s t a t i o n ) 
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as o r i g i n in (1) requ i res a spec ia l symbol and 
determines which subrout ine be c a l l e d . (4) i n ­
vokes the subrout ine TSHAPE to draw a T-shape 
i n t e r s e c t i o n , (deru in (4) is a move-verb, but 
is considered to be an ex i s t - ve rb in the context 
here . ) However, the drawing was the r e s u l t of 
a system's i n t e r a c t i o n w i t h the user since the 
shape of the corner was not spec i f i ed in the 
o r i g i n a l sentence and no c lue to determine i t 
was obta inab le . (5) changes not one's p o s i t i o n 
but h i s d i r e c t i o n . 

In (7) the side of kouban was not spec i f i ed 
but "on your l e f t " was assumed in the ma t r i x . 
The reasoning was the r e s u l t of the assumption 
t h a t , unless spec i f i ed otherwise, one remains 
on the same d i r e c t i o n a l s ide tha t p reva i led in 
the previous turn, i . e . , hidari ( l e f t ) in th is 
case, and t h a t , i f not s p e c i f i e d , a landmark 
is located on the same side as one is on. 

An output from t h i s example i s : 

Figure 1 shows an outpu< for the m i c h i -
annai-bun exempl i f ied in the sect ion 7 i i ch i - anna i -
bun. This michi-annai-bun i t s e l f i s ra ther d u l l , 
but the map created is about r i g h t f o r Dentsuu-
da i from the Chofu s t a t i o n . Here, the symbol 
12 and X are the standard ones f o r banks and 
schools, respec t i ve l y . 

FINAL REMARKS 
In the end, the s t ruc tu re of language used 

i n mich i -annai -bun 's i s noth ing d i f f e r e n t from 
tha t in exressing any o ther sub jec ts : one may 
put i t any way he l i k e s . R e a l i s t i c a l l y , however, 
the main components of a michi-annai-bun are 
"move-sentences" and "ex is t -sen tences" , and most 
of them are p i c t u r a b l e . 

The drawing maps from mich i -annai -bun 's 
is i n t e r e s t i n g in two reasons. Pedagogical ly, 
i t provides w i t h the student a concise example 

of na tu ra l language processing. Here t^ under­
standing of na tu ra l language is c l ea r anH opera­
t i o n a l , and the student gets a hands-on experiment 
in t h i s f i e l d . Theo re t i ca l l y , we learn much 
about the p roper t ies of na tu ra l language process­
ing and the nature of na tu ra l language understand­
i ng . The map drawing reveals r e l a t i o n s between 
na tu ra l language expressions and p i c t u re represen­
t a t i o n s . A map represents r e l a t i v e distance 
and d i r e c t i o n s among ob jec ts w e l l . M ich i -anna i -
bun' s are poor at doing t h i s . On the o ther hand, 
fuzzy concepts such as "second or t h i r d s t r e e t " 
are not p i c t u rab le . The same is t rue f o r the 
expressions l i k e " t a l l b u i l d i n r " , "noisy s t r e e t " , 
"a s t ree t w i t h a good smpll of l imber" , e t c . 

In many cases, maps drawn from mich i -anna i -
bun's are f a r from the actua l ones. One tends 
not to express c e r t a i n local environments in 
mich i -annai -bun; concepts used by him are too 
fuzzy f o r the p i c tu re drawing. In tu rn l e f t , 
f o r instance, we do not necessar i ly mean an angle 
of 90 degrees, which our program assumed. Yet, 
such a michi-annai-bun is c l e a r l y understood 
when we read i t . When we spec i f i ed a l l the de­
t a i l s in mich i -anna i -bun 's , our program was able 
to compute f i n e maps, but then we had hard time 
to comprehend the mich i -anna i -bun 's . 

The map drawing encounters problems common 
w i t h na tu ra l language computation systems l i k e 
the one presented by Biermann and B a l l a r d [ 4 ] . 
On one hand, noun phrases requ i re much the same 
types of semantic ana lys is . On the o ther , our 
program could be made to draw accurate maps j u s t 
l i k e they t r i e d to have a matr ix c a l c u l a t i o n 
program using na tu ra l language. However, our 
i n t e n t i o n at the moment was not to have a complete 
map-drawing program. Instead we are in te res ted 
more in an understanding of a good mich i -anna i -
bun and i t s r e l a t i o n to the s t ree t map. 
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