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Abst ract 

Real-valued h e u r i s t i c funct ions have been ex tens ive­
ly used as a means for cons t ra in ing search In large 
problem spaces. In t h i s paper we look at an a l t e r ­
na t i ve approach, ca l l ed s t r a teg i c search, In which 
h e u r i s t i c in fo rmat ion is expressed as s t r a t e g i e s . 
S t ra teg ic search generates a search graph by f o l l o w ­
ing some s t ra tegy or set of s t r a t eg i es , backt rack ing 
to previous choice po in ts when the cur rent s t ra tegy 
f a l l s . We f i r s t examine algor i thms fo r performing 
s t r a t e g i c search using both d e t e r m l n i s l t i c and non-
d e t e r m i n i s t i c s t r a t e g i e s . Some examples are given 
which i nd i ca te tha t s t r a t e g i c search can out-per form 
standard h e u r i s t i c search methods. The cons t ruc t ion 
of s t r a teg ies is a lso considered, and reans for ac­
q u i r i n g s t r a t e g i c in fo rmat ion both from analagous 
problems and from example execut ion t races are des­
c r i bed . F i n a l l y , we ind ica te how meta- leve l s t r a t ­
egies can be used to guide the a p p l i c a t i o n of ob ject 
l e v e l s t r a t e g i e s , thus prov id ing a h ierarchy of 
s t r a t e g i c i n fo rma t i on . 

1 . I n t roduc t i on 

Search fo r so lu t ions in combina tor ia l l y la rge prob­
lem spaces s t i l l remains one of the major problems 
in a r t i f i c i a l i n t e l l i g e n c e . For such problems ex­
haust ive search methods are not f e a s i b l e , and i t is 
necessary to guide the search process in some way. 
Most of the ea r l y techniques were based on h e u r i s t i c 
func t ions whose value fo r a given s ta te provided a 
numeric measure of the promise or otherwise of pur ­
suing the search from t h i s s ta te [ 1 0 ] . 

However, it soon became apparent tha t some form of 
p lanning had to be Incorporated i n t o such problem 
solvers i f subs tan t i a l reduct ions i n search e f f o r t 
were to be achieved. This led to the development 
of a number of schemes fo r cons t ruc t ing and then 
execut ing plans [ 4 , 12, 1 3 ] . The basis of these 
schemes is to const ruct a g loba l p lan to const ra in 
the set of poss ib le paths In the search space, and 
then to search f o r a so lu t i on in t h i s constrained 
s o l u t i o n space. The e n t i r e plan is constructed from 
the i n i t i a l s ta te to the goal s t a t e , making use of 
in format ion associated w i t h the operators to devise 
the p l an . 

However, there are many problems where t h i s approach 
e i t he r does not work or is i nappropr ia te . For 
example, in chess i t is not c lear how to def ine the 
abs t rac t spaces in which the planning can take p lace, 
and the v a r i a t i o n in environmental in f luences ( i . e . 

the responses of the other p layer ) makes g lobal p lan 
format ion and mod i f i ca t i on very d i f f i c u l t . In such 
s i t u a t i o n s we may wish to const ruct l oca l i zed plans 
tha t involve cond i t i ona l operat ions [ 17 ) . In other 
problem domains, plan knowledge may simply be par t 
of the domain s p e c i f i c knowledge of the problem 
solver ( e . g . tesuj i in the game of GO [ 1 ] , s t r a t e ­
gies fo r Rublk 's Cube [16] and program t ransform­
a t ions [ 2 ] , and methods of experimental design [ 5 ] ) , 
These plans are o f ten h e u r i s t i c in nature tha t 
i s , they are intended to advance us towards a goa l , 
but they may take us down a dead-end, or f a l l by 
suggesting an i l l e g a l or impossible t r a n s i t i o n . 

In t h i s paper we examine some basic search a lgor i thms 
which use such h e u r i s t i c plans or s t ra teg ies ra ther 
than numeric valued h e u r i s t i c f unc t i ons . That I s , 
fo r any given s t a t e , the h e u r i s t i c s provide a set of 
promising s t ra teg ies or plans fo r advancing towards 
the goa l . The basis of these a lgor i thms Is qu i te 
s t ra igh t fo rward -— we pursue promising s t ra teg ies 
u n t i l e i t h e r they are no longer app l i cab le or they 
generate an i l l e g a l t r a n s i t i o n . Then, exac t ly as in 
the standard h e u r i s t i c search methods, we back-up and 
t r y some other promising s t ra tegy . In the more gen­
e r a l case, we may a l t e r n a t i v e l y apply co r rec t i ve 
s t r a t e g i e s , a l low fo r the dynamic c rea t ion of s t r a t ­
egies or use meta- leve l s t r a teg ies to guide the use 
of o b j e c t - l e v e l s t r a t e g i e s . Such search a lgor i thms 
w i l l be ca l l ed s t r a t e g i c search a lgor i thms. 

2 . D e f i n i t i o n s 

We def ine a problem P to be a quadruple 

P - <D, Q, ss , Dg> 

where D is a seto f s ta tes c a l l e d the problem space, 
Q is a set of p a r t i a l func t ions D -->* D ca l l ed opera t ­
o r s , ss in D is the s t a r t s t a t e , and Dg is a 
subset of D ca l l ed the set of goal s t a t e s . 

We say tha t a s ta te s in D d i r e c t l y generates a 
s ta te s* in D, denoted s»> s' (assumed to be 
Indexed by P ) , if f o r some operator o in Q we 
have o(s) « s v . We w i l l a lso say tha t <s ,s*> is a 
l ega l t r a n s i t i o n in P. We c a l l 8* an (immediate) 
successor of s, and we c a l l s an (immediate) p r e ­
decessor of s ' . A s ta te s in D generates a 

s ta te s* in D i f s •"> s ' , where -* is the 
t r a n s i t i v e closure of - * . We c a l l s' a descendant 
of s, and s an ancestor of s * . 

2.1 St ra teg ies 

A s t ra tegy is simply a program or machine tha t gener-
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Note that S is al lowed to be p a r t i a l that 

i s , i t may be tha t a s t ra tegy is not def ined fo r 
some s ta tes in D. Furthermore, no r e s t r i c t i o n s 
are placed on the s ta te t r a n s i t i o n s spec i f i ed by 
the s t ra tegy . In p a r t i c u l a r , they need not be 
l ega l t r a n s i t i o n s of P. Nei ther is there any r e ­
quirement tha t the f i n a l s ta te of the sequence be 
a goal s ta te of P, al though it would be expected 
tha t the s t ra tegy at l eas t moved us c loser to a 
goa l . F i n a l l y , note tha t i t i s possib le f o r s ta tes 
in D to have more than one s t r a t e g i c successor 

tha t i s , the s t r a t e g i c successor of an i n t e r -
mediate s ta te may depend on the s t r a teg i c path to 
tha t s t a t e . 

For example, consider the e igh t puzzle [ 1 0 ] . A 
very simple s t ra tegy fo r t h i s problem might be 
given by 

There are three po in ts to note about t h i s s t ra tegy . 
F i r s t , the s t ra tegy contains cond i t i ona l and i t e r -
a t i ve cons t ruc ts , and in general could have an 
a r b i t r a r i l y complex con t ro l s t r u c t u r e . Second, i t 
i s c lear tha t in many cases the s t ra tegy w i l l 
invoke an i l l e g a l t r a n s i t i o n fo r P. F i n a l l y , the 
s t ra tegy is problem s p e c i f i c , as i t depends on the 
goal s ta te of P. In genera l , the s t ra tegy could 
also depend on other p roper t ies of the problem, 
such as the s t a r t s t a t e , the operators or some 
cost f u n c t i o n . 

2.2 S t r a t e g y - f i r s t Search 

Consider a problem P • <D, Q, 88, Dg>, and the 
graph C def ined by G - < D , ' P * > . The search 
problem Is to f i n d a path (poss ib ly of minimum cost) 
in t h i s graph from the s t a r t s ta te ss to some goal 
s t a t e . Generation of a l l successors of a s ta te is 
ca l l ed expanding that s ta te [ 1 0 ] . I f , dur ing a 
search, a l l successors of a s ta te have been gener­
a ted , we w i l l say that the s ta te is closed . Other­
wise the s ta te is said to be open. If a s ta te s 
generates more than one successor in the search 
graph then we c a l l s ta te s (or the node correspond­
ing to s) a choice p o i n t . 

Given a s t ra tegy S fo r P, we w i l l attempt to 

f i n d a path to a goal s ta te by apply ing the s t ra tegy 
S to the s t a r t s ta te ss. However, in most cases 
P 

we w i l l reach a po in t in the search where the 
s t ra tegy cannot be fol lowed (e i t he r because the 
s t ra tegy terminates wi thout f i n d i n g a goal or be­
cause some I l l e g a l t r a n s i t i o n is invoked). We 
might then want to apply the s t ra tegy af resh to 
some of the s t r a t e g i c a l l y generated s tates or to 
some of t h e i r non-s t ra teg ic successors. We the re ­
fore need a se lec t i on scheme for determining which 
choice po in t to expand nex t . 

Given tha t s t r a teg i c moves can be expected to 
advance the search towards a goa l , one poss ib le 
scheme is to pursue paths conta in ing the leas t 
number of non-s t ra teg ic moves in preference to other 
possible paths. The search r e s u l t i n g from the use 
of such se lec t ion schemes w i l l be ca l l ed s t ra tegy -
f i r s t search. 

3. The Basic A lgor i thm 

The procedure for performing s t ra tegy f i r s t search 
is e s s e n t i a l l y the same as standard search a l go r ­
ithms [ 1 0 ] , except that the se lec t ion scheme is 
based on choosing s t r a teg i c t r a n s i t i o n s in p r e f e r ­
ence to non-s t ra teg ic t r a n s i t i o n s . The s i m p l i c i t y 
of t h i s se lec t ion scheme, however, has important 
consequences fo r the representat ion of open choice 
po in t s . I n p a r t i c u l a r , un l i ke b e s t - f i r s t search, 
se lec t ion of the next choice po in t need not invo lve 
a search of the l i s t of open choice p o i n t s . For 
example, a l l s t r a t e g i c a l l y generated s tates can be 
placed d i r e c t l y on the l i s t represent ing the open 
s ta tes , where as a l l those generated by non-s t ra teg ic 
t r a n s i t i o n s can be held temporar i ly on some other 
l i s t . Only when a l l s t r a teg i c t r a n s i t i o n s have 
been exhausted need the held s ta tes be opened f o r 
s e l e c t i o n . Indeed, there is no need to expand held 
s tates u n t i l they are opened, r e s u l t i n g in f u r t he r 
gains i n e f f i c i e n c y . 

In the f o l l ow ing a lgo r i t hm, the operator . denotes 
the standard l i s t const ructor (LISP cons), hd 
denotes the head of the l i s t and t l denotes the 
t a i l of the l i s t . The expression (x - y) denotes 
set (more accura te ly , l i s t ) d i f fe rence and (x + y) 
denotes set un ion . 
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The func t ion se lect pops the top element o f f open; 
s t r a t re turns the l i s t o f s tates generated a t s t 
by the s t ra tegy S ; expand returns the l i s t of p — 
states d i r e c t l y generated from the s tate s: and 
path re turns the (unique) path in the search t ree 
from the s t a r t s ta te to s ta te st ( i n t h i s case the 
path may simply be taken to be the f i r s t path found). 

The order ing placed on open states and held states 
w i l l determine the order in which s t ra teg ic moves 
and non-s t ra teg ic moves, respec t i ve ly , are generated. 
One of the simplest schemes is to t rea t both the 
open and held l i s t s as stacks, g iv ing depth f i r s t 
generation of both types of move. This scheme is 
used in the examples that f o l l ow . 

3.1 Examples 

The example to be considered is the 8 puzzle. We 
w i l l assume that the square is numbered clockwise 
s t a r t i n g at the top l e f t hand corner, w i th square 9 
in the cent re . We w i l l fu r ther assume that the goal 
s ta te is such that the number on each square cor res­
ponds w i th i t s pos i t i on and that the blank " t i l e " is 
i n the centre ( i . e . a t pos i t i on 9 ) . 

We w i l l consider two s t ra teg ies represented by the 
fo l l ow ing r u l e s : 

( i ) I f the blank is not in the cent re , then swap 
the blank w i th the t i l e whose pos i t i on the blank 
occupies; otherwise swap the blank w i th the f i r s t 
misplaced t i l e . 

( i i ) I f the blank is not in the cent re , swap the 
blank w i t h the t i l e whose pos i t i on the blank occup­
i e s ; otherwise ro ta te the 3 t i l e s in some quarter of 
the square so that the number of misplaced t i l e s is 
reduced, and the blank is returned to the cent re . 

In order that s t ra tegy ( i i ) be de te rm in i s t i c , the 
f i r s t of the (poss ib ly many) ro ta t i ons that s a t i s f y 
the cond i t ion is taken as the s t ra tegy . For example, 
in s ta te (2 8 3 A 5 6 7 1 9) the st rategy produces a 
clockwise r o t a t i o n of the top l e f t hand quarter of 
the square, g i v ing s ta te ( 1 2 3 4 5 6 7 8 9 ) . 

Note that using s t r a t e g y - f i r s t search w i t h depth-
f i r s t expansion of open s ta tes , s t ra tegy (1) 
generates exact ly the same search t ree as does the 
s t ra tegy s t r a t i given in sect ion 2 . Note a lso tha t 
s t ra tegy (11) Is p a r t i a l and does not generate a 
s t ra tegy when the blank is In the centre and the 
number of misplaced t i l e s cannot be reduced by a 
quarter square r o t a t i o n . 

F i g . 1 . Tree from st rategy ( i ) 

Figure 1 shows the search t ree generated by 
s t r a t e g y - f i r s t search using s t ra tegy ( i ) . The 
states at which the st rategy is evaluated are i n d i ­
cated w i th * . Strategy ( i i ) generates the so lu t i on 
path d i r e c t l y w i t h two evaluat ions of the s t ra tegy . 
These search t rees may be compared w i t h the search 
t ree generated using the standard h e u r i s t i c search 
method w i t h the h e u r i s t i c func t ion h(n) ■ W(n), 
where W(n) is the number of misplaced t i l e s in the 
s ta te n (see [ 1 0 ] ) . This search t ree f i nds the 
same so lu t i on path and contains 14 nodes ( s t a t e s ) . 
Moreover, the h e u r i s t i c func t ion is evaluated at 
every node in the t r e e . 

Thus for both s t r a t e g i e s , and p a r t i c u l a r l y s t ra tegy 
( i i ) , the number of evaluat ions of the s t ra tegy 
dur ing the search is considerably less than the 
number of evaluat ions of the h e u r i s t i c f unc t i on . 
Moreover, evaluat ion of s t ra tegy (1) and eva luat ion 
of the above h e u r i s t i c func t ion are of comparable 
complexi ty, and evaluat ion of s t ra tegy (11) can be 
achieved in about twice the t ime. Thus, in t h i s 
case, s t ra teg ic search is more e f f i c i e n t than 
heu r i s t i c search by a fac tor of almost two fo r 
s t ra tegy ( i ) and over three fo r s t ra tegy ( i i ) . 
Furthermore, the h e u r i s t i c search method requi res 
that the e n t i r e l i s t of open states be searched 
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e i t he r on s ta te i nse r t i on or se lec t i on — 
s t r a t e g y - f i r s t search simply pops a s tack . 

It is important to note tha t in the above cases it 
was possib le to determine the appropr ia te s t ra teg i c 
t r a n s i t i o n s wi thout e x p l i c i t l y generat ing and 
eva luat ing d i f f e r e n t paths in the search space. 
Thus, fo r example, under s t ra tegy (11) it was not 
necessary to t r y a l l poss ib le (or in fac t any) 
quarter souare r o t a t i o n s in order to determine which 
to use. I f t h i s c r i t e r i o n were not met, then 
s t ra teg i c search would be grossly i n e f f i c i e n t . 
I n t e r e s t i n g l y , t h i s i s exact ly the k ind o f c r i t e r i a 
imposed on rea l world s t ra teg ies a s t ra tegy is 
not much help if one needs to do a complete search 
to determine what to do nex t . 

4 . Non-determin is t ic s t ra teg ies 

In many problems the s t ra tegy adopted may be non-
de te rm in i s t i c in the sense that fo r a given s ta te 
in the domain of the s t ra tegy a set of s t r a teg i c 
paths, ra ther than a s ing le s t r a teg i c pa th , is 
generated. That i s , the s t ra tegy is generated by 
a non-determin is t ic program or machine. The 
s i t u a t i o n is exac t ly the same if, instead of a 
s ing le s t ra tegy , we spec i fy s set of s t ra teg ies 
that can be appl ied to each problem s ta te the 
set of s t ra teg ies can be considered to be a s ing le 
non-determin is t ic s t ra tegy . 

The basic s t r a teg i c search a lgor i thm can be r e a d i l y 
general ized to a l low of non-determin is t i c s t r a t e g i e s . 
We simply requ i re tha t the func t ion s t r a t r e tu rn the 
(poss ib ly non-s ingleton) set of s ta te paths gener­
ated by the non-determin is t i c s t ra tegy . Given that 
we usual ly process l i s t s ra ther than se ts , i t is 
na tu ra l to also a l low that the set of s ta te paths 
generated by s t r a t be ordered w i t h pre fer red 
sequences occur r ing f i r s t . 

Of course, wh i le t h i s approach w i l l work, consider­
able e f f o r t can be expended in generat ing s ta tes 
tha t are not subsequently used. This is not so 
much of a problem n the standard h e u r i s t i c search 
methods as the expense of app ly ing a s ing le operator 
is usua l ly qu i te sma l l . However i t can be very i n ­
e f f i c i e n t in s t r a teg i c search, where the generat ion 
of new sta tes can invo lve the c a l c u l a t i o n of long 
sequences of s ta te t r a n s i t i o n s . When poss ib le , i t 
i s thus preferab le to i n i t i a l l y generate only the 
most promising s ta te path wh i le a l low ing the 
p o s s i b i l i t y l a t e r in the sesrch of generat ing more 
s ta te sequences. In the most general case it may 
then be best to represent open as s l i s t of co­
rou t ines or generators. Each time a non-determin­
i s t i c branch occurs in the s t ra tegy , add i t i ona l co­
rou t ines are sprouted and added to open. 

s2 is be t te r -ordered than 

4 .1 Example 

l e t us say that a s ta te 

a s ta te s^ I f , consider ing only those t i l e s 

around the perimeter of the square, more t i l e s in 
s2 are fo l lowed by t h e i r proper successor than in 

s1. Now consider the f o l l ow ing s t ra tegy . 

I f the blank is in the cen t re , and a 
r o t a t i o n of the t i l e s is some quarter 
of the square or in some h a l f of the 
square produces a bet te r -ordered s t a t e , 
then ro ta te the appropr iate t i l e s . I f 
more than one r o t a t i o n Is app l i cab le , 
order the set so tha t the quarter 
square ro ta t i ons occur f i r s t . I f the 
t i l e s are p e r f e c t l y ordered, but not 
in p lace, then ro ta te the t i l e s around 
the e n t i r e perimeter so that each 
moves c loser to home. 

Figure 2 shows the search t ree generated by 
apply ing the above s t ra tegy to the con f i gu ra t i on 
(2 1 6 8 3 5 7 4 9 ) . Only those states a t which 
the s t ra tegy is evaluated are shown. Each arc is 
l abe l led w i t h the operator sequence used the 
symbol :: represents the four quarters of the square, 
the arrow spec i f i es the t i l e s ro ta ted and the d i r e c ­
t i o n o f r o t a t i o n . 

F i g . 2. Tree from s t ra teg i c search 

For comparison, consider the t ree produced by the 
h e u r i s t i c search a lgor i thm based on the h e u r i s t i c 

h(n) - P(nH3S(n) 

where P(n) Is the sum of the distances that each 
t i l e Is from home, end S(n) is a sequence score 
obtained by checking around the perimeter t i l e s in 
t u r n , a l l o t i n g 2 fo r every t i l e not fol lowed by i t s 
proper successor and 0 fo r every other t i l e , except 
that a (non-blank) t i l e in the centre scores 1 
(see [ 1 0 ] ) . This search t ree contains 44 nodes and 
the length of the (opt imal) so l u t i on path is 18 
moves. 
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Although the path found by the s t ra teg i c search is 
considerably longer than tha t found by the standard 
h e u r i s t i c search, i t is i n t e r e s t i n g to note tha t 
the s t ra tegy is again evaluated for fa r fewer 
s ta tes than is the h e u r i s t i c f unc t i on . Fur ther ­
more, the so lu t i on found by the s t ra teg i c search is 
very s i m i l a r to the type of so lu t i on generated by 
humans at tempt ing the task that i s , the f i r s t 
p r i o r i t y is to achieve the proper o rder ing ; the 
perimeter r o t a t i o n is s t ra igh t fo rward and can be 
done w i t h l i t t l e processing e f f o r t a t the l a s t 
stage. 

In f a c t , the comparison above is a l i t t l e un fa i r to 
the s t r a t e g i c search method as it did not make use 
of any informat ion on distance from home. If we 
use the same s t ra tegy as above, but order the 
s t r a teg i c moves on the basis of the change in d i s ­
tance from home and weight ing the ha l f square r o t a ­
t ions by +2, then in t h i s case s t ra teg ic search 
generates the minimum cost path to the goal s ta te 
d i r e c t l y no other path is explored. 

St ra teg ies also have other advantages. They tend 
to be more transparent that parameterized h e u r i s ­
t i c s , l o c a l in format ion can be read i l y incorporated 
and subsequent modi f ica t ions can be made eas ie r . 
In development, i t i s not necessary to t r y ad jus t ing 
the values of a numeric values expression, which, 
wh i le improving se lec t ion on one area may impair it 
in another. For example, consider tha t the goal 
s ta te fo r the e ight puzzle Is changed so that the 
blank now occurs in the corner. Then we only need 
modify the above st ra tegy so that once it achieves 
the " in te rmed ia te " goal w i t h the blank t i l e in the 
cen t re , it makes two fu r the r moves to get the 
blank to the appropr iate corner. I t is far less 
c lear how one would go about modifying the h e u r i s ­
t i c f u n c t i o n . 

I t is a lso possib le to modify the above algor i thms 
so that they are admissable [10] when the s t ra tegy 
s a t i s f i e s ce r t a i n r e s t r i c t i o n s . The d e t a i l s can be 
found in [ 7 ] . 

5. Discovering Strategies 

Several approaches to const ruc t ing h e u r i s t i c 
funct ions have been proposed. Most have attempted 
to opt imise the values of c o e f f i c i e n t s in an 
h e u r i s t i c f unc t i on so as to maximize ove ra l l per­
formance [ 1 1 , 1 4 ] . A p o t e n t i a l l y more powerful 
approach has been suggested by Gashnig [ 6 ] . Given 
some problem P, instead of seeking an h e u r i s t i c 
d i r e c t l y fo r P, one seeks instead another problem, 
P' say, s im i l a r to the given problem but easier 
to so lve . In p a r t i c u l a r , there must ex i s t an a lgo ­
r i t hm A' fo r so lv ing P ' , and the t r a n s i t i o n s 
spec i f ied by A1 appl ied to P* must be capable 
of being represented by a graph which is an "edge 
subgraph" or "edge supergraph" of the given problem. 
Gashnlg then proposes tha t the value of the 
h e u r i s t i c func t ion fo r some s ta te s in P be 
simply the number of t r a n s i t i o n s from s to the 
goal s ta te under the a lgor i thm A ' . 

For example, we can use the MAXSORT a lgor i thm fo r 
s o r t i n g the numbers 1 to 9 to ca lcu la te h e u r i s t i c 
values fo r the 8 puzzle. MAXSORT simply swaps the 

9 w i t h the element whose proper place in the 
permutation I t occupies, except when the 9 Is in 
the 9th p o s i t i o n , in which case the f i r s t misplaced 
element is swapped. For a given s t a t e , the number 
of swaps to reach the goal is taken as the 
h e u r i s t i c value of t h i s s t a t e . (Note tha t except 
fo r a small pe r tu rba t ion caused by swapping the 9 
i n t o the n i n t h p o s i t i o n , the number of swaps under 
MAXSORT is the same as the number of misplaced 
t i l e s ) . 

The major problem w i th t h i s approach is tha t unless 
an ana l y t i c r e s u l t Is a v a i l a b l e , the problem P' 
has to be solved ( i . e . the a lgor i thm A* executed) 
separately fo r each s ta te In the search graph of P. 
However, we can use the same approach much more 
advantageously if we use s t r a teg i c search ra ther 
than h e u r i s t i c search in so lv ing P. In t h i s case 
we simply t rans fe r the s t ra tegy of P9 ( i n essence, 
the con t ro l s t ruc tu re of A ' ) to the problem P. 
For example, the s t ra tegy s t r a t i given in sect ion 2 
(equ i va len t l y , s t ra tegy (1) in sect ion 3) is exac t ly 
the MAXSORT s t ra tegy . 

I n fo rma l l y , consider tha t we are given two problems 
P - <D, Q, ss , Dg> and P' - < D ' , Q1, a s ' , Dg*> and 
a p a r t i a l map g from D' to D. Now assume that 
we have a s t ra tegy (program) A' fo r so lv ing P f , 
and tha t we can construct (appropr iate) mappings 
h- and h from the funct ions f' and predicates 

p! occurr ing in A' to funct ions f . and p red ic ­

ates p. over the domain D of P. Then we can 

obta in a s t ra tegy A f o r P by rep lac ing each 
occurrence of f* in A' by h f ( f ! ) and each 

occurrence of p' by h ( p ! ) . Of course, there is 

nothing in t h i s d e f i n i t i o n that guarantees that A 
w i l l be a usefu l s t ra tegy for so lv ing P. 

For example, consider tha t we know how to f i x 
leak ing taps: 

procedure leak 
determine whether you need a spanner 
if you do then go to p o s i t i o n of spanner 

grasp spanner 
take spanner to tap 
use spanner to f i x tap 
release spanner 

e lse go to tap 
f i x tap 

end-1f 
end-procedure, 

This s t ra tegy can be t rans fe r red to the monkey and 
bananas problem [10] by assoc ia t ing the funct ions 
and predlcatea in the tap world w i t h corresponding 
one8 in the banana wor ld , g i v ing the fo l l ow ing 
a lgo r i t hm: 
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procedure bananas 
determine whether you need the box 
if you do then go to poa i t i on of box 

hands on box 
push box to bananas 
cl imb on box; grasp bananas 
get o f f box 

e lse go to bananas 
grasp bananas 

end - i f 
end-procedure. 

With t h i s s t ra tegy the monkey can solve h i s problem 
d e t e r m l n i s t l c a l l y . I n f a c t , i t i s not too d i f f i c u l t 
to general ize t h i s s t ra tegy to one governing the use 
of most types o f t o o l , v i z . 

i f you need to use a t o o l , go to the t o o l 
f i r s t , then take i t to the job and use i t . 

As f a r as automating the problem so lv ing process is 
concerned, the problem of cons t ra in ing the expans­
ion of the search graph fo r a given problem has 
been reduced to f i n d i n g an analagous problem fo r 
which we already have a so lu t i on method. This is a 
more t r ac tab le task than tha t of generat ing an 
h e u r i s t i c f unc t i on [ 8 , 9 ] . 

Another approach is to l ea rn the s t ra tegy d i r e c t l y 
from t races of aample so lu t ions generated dur ing 
some sor t of t r a i n i n g session. This is a standard 
induc t ive Inference problem: f i n d a program that 
generates successful execut ion t races fo r the 
problem P. Associat ing w i t h each operator o. in 

Q and (p re -spec i f i ed ) predicate p. over D a 

d i s t i n c t symbol from some alphabet V, then success­
f u l execut ion t races form a language over V. The 
problem then reduces to a grammatical in ference 
problem, tha t i s , to the cons t ruc t ion of a grammar 
which generates t h i s language. Some i n t e r e s t i n g 
work has been done along these l i n e s by S t o l f o [ 1 6 ] . 

6 . Meta- leve l s t r a teg ies 
S t r a t e g y - f i r s t search is a simple but e f f e c t i v e way 
for cons t ra in ing search in many problems. However, 
in more complex problems we may need more s o p h i s t i ­
cated and poss ib ly problem spec i f i c se lec t i on 
schemes. One way to achieve t h i s is to use other 
s t ra teg ies for d e f i n i n g the se lec t i on scheme. We 
w i l l c a l l such s t ra teg ies meta- level s t r a t e g i e s , i n 
contrast to the ob jec t l e v e l s t ra teg ies such as 
those discussed above. Thus s t r a t e g y - f i r s t search 
corresponds to the very simple problem-independent 
meta-strategy 

Choose the choice po in t generated by the 
fewest number of non-s t ra teg ic t r a n s i t i o n s . 

The use of numeric valued h e u r i s t i c func t ions is 
a lso a spec ia l case of meta- level s t r a teg i c i n f o r ­
mat ion, as is the use of mats - l e v e l product ion 
ru les in TEIRESIAS [ 3 ] . However, none of these 
cases involve; sequences of se lec t i ons . More gen­
e r a l meta- level s t ra teg ies could take account of 
in format ion -derived dur ing the aearch, and could 
a l low for dynamical ly changing l i n e s of reasoning. 

More a b s t r a c t l y , given a problem P we const ruct 
a meta - l e v e l problem M over s ta tes tha t rep re ­
sent the progress of the search. A meta- leve l 

s t ra tegy Is a s t ra tegy fo r M; tha t I s , a program 
(poss ib ly non-de te rmin is t i c ) t ha t spec i f i es how the 
search space should be expanded. 

As the meta- level problem M is no d i f f e r e n t 
from any other problem, the basic procedure out-
l i ned above, or some v a r i a t i o n of i t , can be used 
to generate a so l u t i on to M, and hence to P. How-
ever, in almost a l l cases we can expect the meta-
l e v e l problem to be commutative — tha t i s , i f f o r 
a given s ta te there ex i s t s a number of possib le 
successors, and one of these leads to a s o l u t i o n , 
then so do a l l the o thers . In such a s i t u a t i o n 
there is no need to back-up and consider previous 
s ta tes of the computation. In systems tha t are r e ­
quired to I n t e rac t w i t h exper ts , such un i f o rm i t y o f 
knowledge representa t ion is an important consider­
a t i o n . Furthermore, w i t h such a scheme i t is poss­
i b l e to provide a h ierarchy of meta- level problems 
and s t r a t e g i e s , each determining how to handle the 
non-determinism of the one below i t . 
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