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A B S T R A C T 

A method for automatically identifying areas 
of disagreement and their sources is presented 
for multiexpert knowledge-based systems in the 
context of the Prospector consultation system. 
It employs performance evaluation techniques in 
combination with the explanatory facilities 
present in many expert systems to assist the 
user of an expert system in deciding which 
among several possibly conflicting expert 
opinions he should choose. 

1 . I N T R O D U C T I O N 

An important issue encountered in the construction of 
expert problem-solving programs is how to deal with 
conflicting expert advice. This question arises even more 
tangibly in real-life decision-making—whether in the 
courts, the financial world, or in the context of our 
political and social institutions. Typical ly, groups 
supporting different sides of an issue enlist the services of 
highly respected experts who, as often as not, arrive at 
diametrically opposing conclusions or suggest conflicting 
courses of action. Even when experts do arrive at the 
same conclusion, how do we know they reached it for the 
same reasons7 The process by which the decision-maker, 
who presumably is not an expert himself (otherwise we 
might, witness another conflicting opinion), finally decides 
whose advice to follow is at best highly subjective. 

A significant consequence of the development of 
knowledge-based expert systems is that they render the 
reasoning processes of the expert more explicit and 
therefore open to scrutiny, evaluation, and testing. Most 
expert systems provide explanatory facilities that can 
communicate these reasoning processes to the user, thus 
enabling him to accept the system's opinion wi th greater 
confidenee--or at least providing him with a tool to assess 
their applicability to his problem. The question then, is: 
how can we take advantage of this explicit representation 
of expertise to design more objective multiexpert decision 
support tools? 

The knowledge bases of many existing expert systems 
are each the product of contributions from several 
experts, and could therefore be termed multiexpert 
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knowledge bases. Typically, the section of the knowledge 
base contributed by one expert encodes his particular area 
of expertise. For the purpose of this paper, however, we 
shall refer to these knowledge bases as nonconf l ic t ing 
multiexpert knowledge bases, restricting the term 
multiexpert knowledge, base to refer to the encoding by 
two or more experts of the same area of expertise. 

Because a multiexpert knowledge base encodes expertise 
obtained from several expert sources, segments of that 
expertise wil l undoubtedly be duplicated, while other 
segments might vary in diverse ways. For instance, source 
A could believe more strongly than source B in the 
association between evidence E1 and hypothesis H; source 
C, on the other hand, might not consider E1 important at 
all, but might ascribe more relevance to some entirely 
different observation, E2- Obviously, there wil l be many 
interactions and inconsistencies in the resulting knowledge 
base. The problems encountered in representing such 
interactions, however, are not peculiar to conflicting 
multiexpert knowledge. In fact, similar interactions are 
encountered in nonconflicting knowledge bases, where the 
problem of maintaining the consistency of the knowledge 
base as it grows must be dealt with in a similar fashion. In 
[7] and [8| we explain in detail how such conflicts are 

discovered and resolved in the Prospector environment. 

For simplicity, and without loss of generality, we shall 
assume in the ensuing discussions that we have encoded in 
some suitable expert system the opinions of just two 
experts, A and 13, about a particular subject. The 
conclusions arrived at in the course of consultation with 
such a system might correspond, essentially, to the 
following: 

I f you were to consu l t w i t h exper t A, 
be would suggest . . . 

I f j o u were to consu l t w i t h exper t B , 
he would suggest . . . 

For most user categories these conclusions are 
unsatisfactory because the user sti l l has to make the final 
decision. If an appropriate explanatory facility is provided 
in the expert system, however, he might be able to probe 
the rationale underlying each expert's conclusions, 
identify the sources of possible disagreement, and perhaps 
derive a consensus opinion. 



146 R. Reboh 

There are several techniques that can be readily 
implemented in most expert system environments to assist 
the user in arriving automatically at such a consensus 
opinion.2 Examples of such techniques include the 
following: 

• Assigning weights to the various sources of expertise 
to reflect the user's belief in the respective 
competence of each source, then having the system 
combine opinions obtained from each source 
according to those weights. For example, if at some 
installation the expert system is to be employed 
primarily to solve a particular class of problems, the 
weights can be distributed among selected segments 
of the knowledge base to reflect the experience of 
the people at that site and their belief in the 
applicability of such segments to the problems and 
situations most frequently considered. 

• Adding a decision analysis interface (employing rule-
based techniques or traditional decision analysis 
methods) to serve as a back end to assist the user in 
fi l tering and synthesizing the opinions of the various 
experts. 

In both these approaches, specialized (meta) knowledge 
must be encoded in the decision support tool. For 
instance, the knowledge base of the decision analysis 
interface in the second approach must encode strategies 
for recognizing (perhaps through additional interaction 
with the user) the situational context in which a given 
opinion has been rendered. Furthermore, the knowledge 
base must know in which contexts one opinion is more 
valid than another, as well as take into account such 
special user preferences as degree of risk aversion, 
company policy, and so on. 

The remainder of this paper describes an approach that 
does not require such special knowledge, but relies instead 
solely on the contents of the expert system's knowledge 
base The method assumes a representation of the 
knowledge base that supports an explanatory facility and 
allows performance and sensitivity analyses to be 
performed on selected segments of the knowledge base. 
We shall outline this technique in the context of 
Prospector, a knowledge-based consultant for mineral 
exploration [2, 3, 1). Although we have not applied this 
methodology directly to the reconciliation of conflicting 
expert advice in actual consultntions wi th Prospector, 
similar techniques were used during knowledge base 
construction to detect and resolve the contradictions that 
often arise when new expertise is merged with an existing 
knowledge base In order to elucidate important aspects 
of the proposed approach, we shall in the next section 
briefly review the representational formalisms, 
explanatory facility, and performance evaluation 
techniques employed in the Prospector environment; we 
shall then show how these features can be combined to 

We know of no expert system, however, in which such techniques 
have been attempted directly. 

automatically provide the user with impartial assistance 
when he is confronted with disparate expert opinions. 

2 . P R O S P E C T O R ' S T E C H N I Q U E S F O R 
K N O W L E D G E R E P R E S E N T A T I O N , 
E X P L A N A T I O N , A N D P E R F O R M A N C E 
E V A L U A T I O N 

2 . 1 . In ference N e t w o r k Rep resen ta t i on 
Prospector's knowledge base consists primarily of 

models that describe important classes of ore deposits. 
The models encode experts' knowledge of the associations 
between field-observable evidence and relevant geological 
hypotheses. A hierarchical (acyclic) network structure 
called an inference network is used to group these 
associations in ways that make explicit the judgmental 
reasoning processes employed by the expert to solve 
geological problems Inference networks can be viewed as 
providing a simple language that can be utilized by a 
knowledge engineer for communicating with a domain 
expert. This language allows the expert to specify (a) the 
factors that are relevant for solving a problem, (b) the 
paths for propagating information from a given factor to 
a hypothesis by explicitly indicating which factors affect 
others, and (c) how degrees of belief in these factors 
should be combined to reach a conclusion. 

Prospector's inference network language provides a set 
of standard primit ive procedures for updating a 
probabilistic measure of belief in a given factor by 
combining the belief measures computed for the factors 
that affect it. The XYZ model of Figure 1 illustrates some 
of the representational constructs employed in Prospector. 
Without fully explaining the manner of interpreting these 
inference diagrams, let us simply observe that, in effect, 
various factors (represented by boxes) are combined by 
plausible inferences (arrows with which two rule strength 
numbers are associated), logical inferences (arrows to 
boxes containing A N D . OR, or NOT), or contextual 
relations (dashed arrows). Numbers on the right corners 
of boxes are pr ior probabilities associated with the 
corresponding factors. The strength of the rule labeled 
L(CPY) varies over the range of values (i.e., pyrite 
concentrations) associated with the node CPY. P(CPY) 
defines the prior probability distribution associated with 
cpy.3 

Once obtained, an inference network can be interpreted 
in varying ways to perform different tasks. For example, 
during a consultation the interpreter is concerned 
primarily with selecting a suitable line of reasoning and 
determining which would be the most important data to 
a.sk the user about. The interpretation thus results in an 
interaction with the nscr to ascertain which of the models 
encoded best matches the prospect described by the user's 
answers. 

The inference network language supports several additional 
constructs. In particular, in developing Hydro, a knowledge-based 
interface to a hydrological modeling system [6, 9|, several constructs 
were added to extend Prospector's probabilistic inference mechanisms 
to reasoning about numerical quantities. 
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F i g u r e 1: A PROSPECTOR INFERENCE NETWORK 
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2.2. E x p l a n a t o r y F a c i l i t y 
In addition to the simple rule-backchaining employed by 

many expert systems to explain their line of reasoning, 
Prospector is capable of a sophisticated interpretation of 
the state of its knowledge base for the purpose of 
furnishing more useful explanations anytime during a 
consultation. For instance, by performing both a best- and 
a worst-case analysis of the possible effects of rules 
invoked to establish a hypothesis, Prospector can inform 
the user of the most critical factors that contributed to its 
conclusions or that have the potential to change them. 
This often suggests to the user what actions he can take 
if, in fact, lie should wish to alter Prospector's conclusions 
or at least increase their reliability. This situation is 
particularly common in the early stages of exploration 
when, because the user supplies relatively l i t t le 
information to the system, very uncertain conclusions are 
generated. By displaying the reasons for its uncertainty, 
Prospector is in effect suggesting to the user that, to 
achieve a more certain conclusion, he should consider 
taking some proposed action—such as performing 
geochemical analyses, dri l l ing a hole, and so on. Other 
features of the explanatory system stem from Prospector's 
ability to relate user-volunteered information efficiently to 
its knowledge base (using a semantic network matcher; 
see [7, 8j). For instance, the explanatory system can 
distinguish between evidence that has been inferred 
through the application of expert rules and evidence that 
has been directly or indirectly supplied by the user. It is 
also able to explain why the system's control strategy asks 
about a particular factor as well as why it is focusing on 
establishing a particular global hypothesis. 

2.3. P e r f o r m a n c e E v a l u a t i o n Techn iques i n 
P rospec to r 

The exact methodology and tools employed are 
discussed in detail in [2, 5, 9]. A brief outline of the most 
important aspects of our approach is given below. 

2 . 3 . 1 . Re la t i ve C o m p a r i s o n o f P r o s p e c t o r w i t h t he 
E x p e r t 

Because there exist no objective quantitative measures 
for evaluating the performance of human geologists, few 
experiments have been attempted to determine just how 
good Prospector's conclusions are in absolute terms (see 
[ l ] , however, for one such successful experiment). We 

have concentrated instead on assessing the validity of 
Prospector's conclusions, as compared with those of the 
specialists who provided the models, when the human 
experts are presented with the same situation and input 
data. Selected test cases typically include not only 
regions that are good exemplars of the model being 
evaluated, but also some poor matches and false-alarm 
situations. For each test case, Prospector's conclusions arc 
compared with the expert's assessment (the target 
conclusion). Comparisons are performed for the top-level 
hypothesis in each model (usually corresponding to the 
likelihood that a particular type of ore deposit wi l l be 
present in the considered location), as well as for several 
intermediate hypotheses (i.e., lower-level sections of the 
inference network). 

2.3.2. Sens i t i v i t y A n a l y s i s 
Because a degree of certainty can be associated with 

input data, we also investigate the sensitivity of 
Prospectors conclusions to perturbations in the 
certainties of the inputs. To perform this analysis, 
Prospector is applied (in a batch mode fashion) to each of 
the test cases while the input data are systematically 
modified. At least two runs are executed in which input 
data are modified towards increased and decreased 
certainty, respectively. On the basis of Prospector's 
certainly scale of -5 to 5, all inputs are moved towards 0 
in the less certain run and towards the endpoints -5 or 5 
in the more certain run. Conclusions from these runs are 
compared wi th the original standard run and the 
differences then analyzed. Here too the analysis is 
performed both for the top-level hypothesis and for 
several intermediate hypotheses. 

2.3.3. P e r f o r m a n c e E v a l u a t i o n and Sens i t i v i t y 
Ana l ys i s as D iagnos t i c T o o l s 

Several tools (e.g., one for generating scattergrarns 
automatically on a bit map display) have been 
implemented in the Prospector environment for analyzing 
the result* of performance evaluations and sensitivity 
analyses As a consequence of these experiments, areas of 
disagreement between the expert and Prospector can be 
easily and accurately identified and their sources isolated. 
Furthermore, a careful interpretation of both the 
performance evaluation and the sensitivity analysis results 
makes it possible to establish a priority ordering to 
determine which sections of a model would most benefit 
from further revision and refinement—and to ensure that 
parallel conclusions of Prospector and the expert are 
indeed based on the same considerations. 

3 . A P P L Y I N G E V A L U A T I O N A N D 
E X P L A N A T O R Y F A C I L I T I E S T O 
G E N E R A T E C O N S E N S U S 

In the foregoing section we outlined how, in Prospector, 
a model is compared with its human author. If, instead of 
being elicited from the human expert, the target 
conclusions were derived from another model encoding 
divergent expertise, it is easy to see how performance 
evaluation techniques similar to those outlined above can 
be applied to compare the two models. Because two 
models encoding opinions of two different experts might 
differ entirely as to which factors are considered to solve a 
particular problem and as to the manner in which the 
relevant knowledge and data are structured, the system's 
explanatory facility can be utilized to pinpoint areas of 
disagreement (as well as of agreement); sensitivity analysis 
techniques can be used to assess the crit icality of the 
differences. More important ly, the source of such 
disagreement can be traced through the inference network 
to nodes that are shared by both models (i.e., factors 
considered by both experts but to which different effects 
are attributed) or to nodes contained in at least one of the 
models (i.e., factors considered relevant by some expert), 
and that correspond to observable evidence. 

Conclusions generated in consultation w i th a system 
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c o n t a i n i n g these features m i g h t look l i ke the f o l l ow ing : 

If the user (i.e., the decision-maker) confronted with the 
above recommendation has no idea whatsoever regarding 
the relationships between observation E1 and hypothesis 
I I , or between E2, and H2, he might conceivably probe 
further into both sides of the issue by enlisting additional 
experts. This time, however, they wil l be concerned with 
a much smaller subset of the problem: the relationships 
between E1, and H1 and between E2 and H2- It is possible 
that a finer-grade knowledge base with expertise relevant 
to that problem subset wi l l have already been encoded, so 
that the same methodology could be applied recursively to 
the models encoding the smaller domain. Ultimately, 
because each subsequent reformulation of the sources of 
disagreement entails an even more constricted domain of 
expertise, the user wil l be capable of deciding the issue 
himself. 

Finally, let us briefly describe how Prospector can 
represent and propagate the effects of conflicting rules. 
Let us first observe that no additional mechanism is 
needed to handle nonconflicting sections (i.e., identical) of 
both models or sections that occur in only one of the 
models. We must, however, be prepared to deal with 
conflicting rules (i.e., having conflicting rule strengths) 
that link the same evidence to the same hypothesis in 
different models. The case in which the conflicting rules 
have left-hand sides (or right-hand sides) that are 
different, yet semantically related, can be reformulated 
into the simpler case of identical left-hand sides (or right-

Rather than display a complete analysis such as that illustrated 
here, Prospector's explanatory system allows the user to interactively 
explore only selected paths of the inference network pursuing each 
path to any desired depth. 

hand sides). A m e t h o d for p e r f o r m i n g th is r e f o r m u l a t i o n 
in Prospec to r is descr ibed in [7, 8] . I t uses p a r t i a l 
m a t c h i n g techniques to d iscover in ference n e t w o r k nodes 
w i t h o v e r l a p p i n g semant ic con ten t a n d , i f necessary, 
add i t i ona l rules are a u t o m a t i c a l l y generated to 
in terconnect the re la ted concepts in a numer i ca l l y 
consistent manner . 

A t present , when Prospec to r discovers c o n f l i c t i n g ru les 
w i t h i den t i ca l lef t- and r i g h t - h a n d sides, (e.g., in t he 
process of add ing a new mode l to the ex is t ing know ledge 
base), i t declares an inconsis tency; the know ledge engineer 
must then resolve the s i t ua t i on by t a l k i n g to the exper ts 
and m o d i f y i n g the inference ne tworks . In a system t h a t 
to lerates the coexistence of n o n c o n c u r i n g exper t ise, we 
can leave the con f l i c t i ng rules--as long as the paths for 
p r o p a g a t i n g the i r effects t h r o u g h the inference n e t w o r k 
are kept d i s t inc t . Prospector has a mechan ism for 
m a i n t a i n i n g such a d i s t i nc t i on when necessary. Ca l led the 
P R O C mechan ism [2], i t a l lows Prospector to be used 
recurs ively w h e n , in the process of es tab l ish ing some 
hypothes is , i t must solve another c lass i f icat ion 
suhp rob lem. T h e sections o f the inference n e t w o r k t h a t 
encode the a l t e rna t i ve hypotheses concern ing the 
s u b p r o b l e m can be executed as o f ten as necessary to 
a r r i ve at a so lu t ion for the s n b p r o b l e m t h a t can then be 
p ropaga ted t h r o u g h the n e t w o r k i n the usual manner . To 
al low for the recurs ive use of sections of in ference 
ne two rks , a s imp le p rope r t y l ist s t ruc tu re—ra ther t h a n a 
single s l o t - i s associated w i t h cer ta in f ields (e.g., 
p r o b a b i l i t y , va lue, etc) t h a t , in t u r n , are a t tached to 
nodes in the ne two rks . Values s tored in these f ields can 
thus be m a i n t a i n e d ( i .e. , m o d i f i e d , p ropaga ted , exam ined , 
and so on) re la t i ve to d is t inc t env i ronmen ts . In a 
m u l t i e x p e r t sys tem, each exper t can be regarded as 
c o n s t i t u t i n g such a d i s t i nc t e n v i r o n m e n t . 

4 . C O N C L U S I O N 

W h e n we cons t ruc t a knowledge-based sys tem, we 
a t t e m p t to encode a p p r o x i m a t i o n s o f an exper t ' s p r o b l e m -
so lv ing ski l ls in some d o m a i n . T h e r e are l im i t s , o f course, 
to what any pa r t i cu l a r representa t ion of such expert ise in 
mach ine - i n te rp re tab le f o r m can express; some subt le t ies of 
special ized h u m a n k n o w - h o w rema in i n v a r i a b l y 
unaccoun ted for. Fo r these and o the r reasons i t w i l l be a 
long t i m e before an exper t sys tem is developed whose 
advice w i l l ac tua l l y be super io r to t h a t o f the exper ts w h o 
suppl ied its know ledge base. At best, by v i r t u e o f the 
sys temat ic -ana lys is capab i l i t ies o f c o m p u t e r p rog rams and 
the fact t h a t a know ledge base can con ta in exper t ise 
ob ta ined f r o m a n u m b e r o f exper ts , we can a f f i r m t h a t 
such a system indeed has the po ten t i a l to become a be t te r 
overall expert t han any of the i nd i v i dua l s w h o helped 
bu i ld i ts know ledge base. In any event , by e m p l o y i n g 
techniques such as those s u m m a r i z e d here, we can show 
that an exper t sys tem, in a d d i t i o n to i ts a b i l i t y to exh ib i t 
occasional ly impress ive competence in a sub jec t area and 
exp l ica te the reason ing beh ind i ts conclus ions, can of fer 
even greater u t i l i t y as an o b j e c t i v e and i m p a r t i a l decis ion-
s u p p o r t t oo l . 

We bel ieve t h a t these techn iques are su f f i c ien t l y general 
to be read i l y i m p l e m e n t a b l e in o the r exper t system 
env i r onmen ts . 
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