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ABSTRACT 

Expert systems have been developed around 
one expert part ly because the expert has been totally 
responsible for the soundness of the knowledge base. 
Without strong aids to help ensure soundness in 
building expert systems, we must rely on the soundness 
of the mature cohesiveness of a human expert. As 
knowledge bases grow this mature expertise will not be 
adequate. We propose a new method (for expert 
systems) to aid the expert in knowledge evaluation 
within the rule-based system setting. We consider the 
problem of ambiguity within a classification system as 
an example of the proposed technique. 

Introduct ion. 

Expert systems have depended upon the 
knowledge base of the collaborating expert for 
soundness and richness. However, as knowledge bases 
grow and t r y to remain current in a changing world, 
incremental knowledge needs to be added, and one 
does not have the f i l ter of usage over time that makes 
an expert's knowledge so generally reliable. One is led 
to considering means of aiding the expert as he 
evaluates new information and attempts to update the 
knowledge base with this information. Many different 
types of aids will be useful; we suggest a useful 
approach and give a specific example within this 
approach. 

There has been some realization of the 
importance of aiding knowledge acquisition. TEIRES1AS 
(see [Davis, 1982]) not only provided convenience tools 
for rule input but helped with rule integrity by use of 
"rule models." Michalski and Chilauski [Michalski and 
Chilauski, 1980] investigated inductive learning as a 
means of automating knowledge acquisition. Recently. 
Suwa, Scott, and Shortliffe [Suwa, Scott, and Shortliffe, 
1982] have directly addressed the problems of verifying 
"completeness and consistency" in the context of the 
0NCOCIN system. Also see this last paper for a good 
iummary of the need for and present status of 
knowledge acquisition aids. 

Our general concern is also with the quality of 
the knowledge in a knowledge base. Our immediate 
ooncern is to aid the expert with feedback regarding 
unintended interactions with other rules in a rule-
based system when a new rule is added. In this paper 
we assume reasoning with certainty. Extending the 
approach considered here to weighted evidence 
reasoning is an obvious next step. 
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The approach we suggest is supplemental to 
those previously studied. We suggest discovering 
properties for significant classes of problems and then 
defining procedures for quickly detecting violations of 
the properties. This puts semantic information into the 
evaluation process directly. As was learned in 
automated theorem proving, if the problem class you 
model is broad or important enough, and your device 
sufficiently effort-saving (here over standard testing), 
then the device will be useful. In the example we give, 
the property is important to many expert systems 
existing today and the procedure we suggest saves 
much effort. 

To i l lustrate the modeling of a property we 
choose the ambiguity property within classification 
systems. Classification, or diagnostic, systems map 
certain inputs into their appropriate classes, such as 
certain symptom sets into the appropriate disease. Let 
us define an atomic meaningful input vector (atomic 
vector) as a set of attr ibute-value pairs that elicits a 
single output, called a class. Intuit ively, these are 
usually the most important input vectors. If no 
inhibitor rules exist, then two or more atomic 
meaningful input vectors can combine to form a 
(general) meaningful input vector with output the 
union of the classes defined by the constituent atomic 
vectors. This superposition property is common: if one 
has ail the symptoms of a cold and a broken leg, one 
probably has a cold and a broken leg. We assume the 
property of superposition holds. (This can be 
softened.) 

When the expert adds a rule to a rule-based 
system, he would like to know what changes he has 
caused. However, in a large system, testing every 
possible input vector may be impossible. He might well 
settle for knowing what attr ibute-value pairs are 
elements of vectors of each specific class, and if any 
previously atomic meaningful input vector now is a 
member of two or more classes. The latter problem we 
call the ambiguity problem," we give an efficient means 
of testing which returns attribute-value pair 
associations and helps the expert with the ambiguity 
problem. 

We note that we have selected a specific 
property, or problem, to check within systems where 
exhaustive testing is too time-consuming. For large 
domains, there is a tremendous number of possible 
attr ibute-value combinations, most of them 
meaningless. We focus on analyzing the meaningful 
vectors, here taken to be those that belong to at least 
one (output) class. We have chosen one ( important) 
problem over that class to i l lustrate that effective 
testing procedures can exist. 

Along with natural devices we will exploit the 
following observation. By superposition, there wil l be 
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m a n y a m b i g u o u s m e a n i n g f u l i n p u t v e c t o r s (any u n i o n 
o f m e a n i n g f u l v e c t o r s o f d i f f e ren t c lasses). I f we c o u l d 
o b t a i n t h e m i n i m a l l y amb iguous (min- ambiguous) 
v e c t o r s , we need on l y d isp lay these to t h e e x p e r t ; a 
n o w - a m b i g u o u s ex -a tom ic m e a n i n g f u l v e c t o r w i l l be 
c a u g h t . 

We mode l t h e i n f e r e n c e s y s t e m he re by an 
" a n d - o r " g r a p h . (See F igu re 1.) An I n p u t node is a 
s ing le a t t r i b u t e - v a l u e pa i r . An a t t r i b u t e may have 
severa l va lues . To r e p r e s e n t t h i s we p a r t i t i o n t h e nodes 
i n t o sections, each sec t i on d e n o t i n g one a t t r i b u t e . 
T h e r e f o r e , an i n p u t vec to r can l i s t o n l y one node per 
s e c t i o n . A pseudovector is a n y c o l l e c t i o n of i n p u t 
nodes , p e r h a p s severa l per a t t r i b u t e . We assume t h a t 
we can p rocess pseudovec to rs ; t h e c l ass i f i ca t i on of a 
p s e u d o v e c t o r i s a l l classes i n f e r r e d by a c t i v a t i n g a l l 
nodes of t h e pseudovec to r . A ru le is d e p i c t e d by a d a r k 
n o d e w i t h c o n j o i n e d i n p u t ( c u t by a c u r v e d a r c ) a n d 
one o r m o r e o u t p u t s . O u t p u t nodes are l abe l l ed C l , e t c . 

F i n d i n g u n i n t e n d e d a m b i g u i t i e s . 

Our c o n c e r n i s to l oca te u n i n t e n d e d 
c l ass i f i ca t i ons f o r m e a n i n g f u l i n p u t v e c t o r s . Besides 
poss ib l y us ing u n u s u a l i n p u t " v e c t o r s " ( pseudovec to r s ) 
f o r i n p u t , we need on ly t o a u g m e n t o u r i n f e r e n c e 
s y s t e m to e x e c u t e " b a c k f l o o d i n g " i n o r d e r t o use the 

p r o c e d u r e d iscussed h e r e . By backflood from Ci we 
m e a n t o fo l low a l l b a c k c h a i n i n g p a t h s a n d m a r k every 
C i - vec to r i n p u t node b y " i " . Th is i s a m e n a b l e t o pa ra l l e l 
c o m p u t a t i o n . 

We c o n s i d e r t he i n t e r a c t i o n be tween classes 
C l a n d C2. One w o u l d check i n t e r a c t i o n s be tween every 
p a i r o f classes in t u r n . Of cou rse , t he b a c k f l o o d i n g 
n e e d be done o n l y once per class r a t h e r t h a n be ing 
r e p e a t e d f o r every p a i r o f c lasses. 

We p r o c e e d as fo l lows: 

Step J. B a c k f l o o d f r o m node C l . M a r k w i t h a 
" 1 " a l l i n p u t nodes r e a c h e d b y back f l ood ing . These are 
ca l l ed C l - n o d e s . 

Step 2 B a c k f l o o d f r o m node C2. M a r k w i t h a 
" 2 " a l l i n p u t nodes r e a c h e d by b a c k f l o o d i n g . These are 
C2-nodes. The 12-nodes are now d e t e r m i n e d a n d 
p r i n t e d f o r rev iew ing by the e x p e r t . I t t h e n may be 
c l ea r by i n s p e c t i o n t h a t no m e a n i n g f u l i n p u t v e c t o r i s a 
subse t o f t h e set V 1 2 o f 12-nodes; one c o u l d i n p u t V 1 2 
as a v e c t o r (o r p s e u d o v e c t o r ) to d o u b l e c h e c k t h a t no 
class is i d e n t i f i e d w i t h t h i s ( p s e u d o ) v e c t o r . (See Step 
3.) 
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Step 5 Suppose V12 is classif ied CI bu t no t 
C2. V12 could conta in a C l -vec tor which is pa r t of a 
C2-vector not conta ined wi th in V 1 2 ; thus the min imal 
C l -vec to rs wi th in V12 should be isolated so th is can be 
checked. This can be done e i ther by the Cr i t ica l Set 
a lgo r i t hm (see below) or by expl ic i t tes t ing. Space 
l im i ta t ion prevents f u r t h e r detai ls. The symmetr ic case 
of V12 classified C2 b u t not CI is processed s imi lar ly . 

Step 6. Since bo th classes Cl and C2 are 
reached by V1 2 , we need to check for mean ingfu l 
ambiguous vectors w i th in V l 2 . I f V 1 2 is smal l then one 
reasonable way is to i npu t d i rec t ly the atomic 
meaningfu l vectors w i th in V 1 2 , check ing t ha t they each 
are uniquely classif ied. I f some are not , one can 
d i rec t l y p r i n t ou t the in ference steps of the ambiguous 
ru le or seek min-ambiguous subvectors. This can be 
done bo t tom-up f r o m singleton nodes or top-down via 
the Cr i t ica l Set a lgo r i t hm (see below). The advantage of 
f inding min-ambiguous subvectors is to ease the 
Inspect ion of the in ference steps since one knows the 
c r i t i ca l i npu t nodes y ie ld ing the ambigui ty . Final ly, i f 
too many mean ing fu l subvectors of V1 2 exist to process 
t h e m d i rec t l y the Cr i t i ca l Set a lgo r i t hm may be used. 

This ends the procedure descr ip t ion. 

We br ie f ly out l ine the Cr i t i ca l Set a lgor i thm 
purpose and f o r m and then give a smal l example. 

Space proh ib i ts a fu l l presentat ion of the 
Cr i t i ca l Set a lgor i thm, which is presented in [Loveland, 
1982]. The a lgo r i t hm is -a d iv ide-and-conquer a lgor i thm 
to solve the fol lowing prob lem. We are given a universe 
U whose power set is the domain of a monotonic set 
f u n c t i o n f, f b inary valued, wi th f ( ) = O, f ( U ) = l and ScT 
= > f(S) <. f(T). With f so def ined, there exist critical sets 
B such t h a t f ( B ) = l bu t for every proper subset S of B, 
f (S)=0. Thus, B is a "min ima l l -se t " under f. In Step 5 
we use th is a lgo r i thm where the universe U is the set of 
12-nodes and f is def ined as f(S) = l if S as a 
pseudovector yields class C l , f(S) = 0 if S yields no class 
at a l l . In Step 6, the universe is the same and f ( S ) = l i f 
S as a pseudovector yields classes Cl and C2, f (S)=0 if S 
is not ambiguously classif ied. Note t ha t i f there are no 
i nh ib i t o r ru les then f is monoton ic in bo th cases since 
the superpos i t ion p rope r t y holds. 

The a lgo r i t hm f inds some one c r i t i ca l set, 
e lement by element. To f ind an element i t splits 
successive sets in two un t i l a s ingleton set is reached, 
whereupon the isolated e lement is added to the c r i t i ca l 
set. To spl i t a pseudovector, divide the values of one 
a t t r i bu te in half, add a d i f ferent hal f to each set S1 and 
S2 and add al l o ther nodes ( f r o m o ther a t t r i bu tes ) to 
bo th S1 and S2- To spl i t a legal vector (one node per 
a t t r i bu te ) simply spl i t t he nodes evenly between S1 and 

S2-
The a lgo r i thm is very eff ic ient ( in a sui table 

sense) in f inding some c r i t i ca l set, bu t f inding many 
c r i t i ca l sets can occasional ly lead to h igh 
computa t iona l cost. For a fu l l discussion see [Loveland, 
1982]. 

We conclude w i th a very br ief i l l us t ra t ion 
regard ing the process of f inding un in tended 
ambigui t ies . 

Suppose a,b,c,d,e are a t t r ibu te -va lue pai rs 
w i t h (only) a and b represent ing d i f ferent values for the 
same a t t r i bu te . Suppose vectors <a c d > e C l , 
<b c>eC2, and <c d e>eC2 are the only mean ing fu l 
vec tors . Then V1 2 = (c.d}, learned f r o m backf looding. 
<c d> is no t of e i ther class. <a c d e> is an ambiguous 

vec to r since i t is in bo th classes, fo r good reason as i t is 
a superset of two d is t inc t and d i f fe rent ly classed 
vectors. It is bo th meaningfu l and a min-ambiguous 
vector . <a b c d> is an ambiguous pseudovector, bu t 
no t a vector since a and b have the same a t t r i bu te . 

Suppose in add i t ion t h a t <b c d > e C l is 
c rea ted in e r ro r by a new ru le . Then V12 = [b.c.d}, and 
<b c d> is min-ambiguous as can be found by the 
Cr i t i ca l Set a l go r i t hm appl ied at Step 6. The a lgo r i thm 
gives a suggested sequence of inpu t pseudovectors to 
be submi t ted by the exper t (or perhaps automat ica l ly ) 
to determine the min-ambiguous vector . The a lgo r i thm 
would have one evaluate inpu t vectors <b c>, <d>, 
<b d> and <c d> (and we know the <b c d> 
classi f icat ion as Step 6 was reached). Here the exper t 
on his own migh t have t r i ed <b c> f i rst , t h e n <c d>, and 
<b d>, and, ge t t ing the expected resul ts, real ized the 
same conclusion s l ight ly more eff ic ient ly. We stress 
tha t we do not want to oversell the Cr i t ica l Set 
a lgor i thm; i t is the general approach we emphasize. 
Most impor tan t , we stress the value of test ing 
procedures to ca tch violat ions of key proper t ies of 
dynamic in ference systems. 
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