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ABSTRACT

The complexity of the domains in which expert systems are ex-
pected to operate requires that they be capable of "reasoning’*1 about
their actions It has been argued that expert systems must reason
from evidential information i.e., uncertain, incomplete, and occasion-
ally inaccurate information [LOW82a|. As a consequence, a model for
reasoning about control must deal with several problems being able
to organize "control-related" evidential information that is generically
distinct and from disparate sources, to overcome minor errors in the
evidential information needed to reach a decision, and to explain the
actions taken by the system These are a few of some formidable con-
trol issues and problems that remain largely unsolved [BAR82] Thus,
we report on an investigation into how these issues and problems can
be addressed when the problem of reasoning about system control is
viewed as an evidential process.

INTRODUCTION

Expert systems that operate in complex domains are continually
confronted \M(h the problem of deciding what to do next. Furthermore,
such systems must "reason" about their alternatives and choose an ac-
tion on the basis of uncertain, incomplete, and inaccurate information,
called evidential information (LOW82a). For instance, the decision to
take a particular action can be influenced by the expected outcome of
taking that action. However, situations may arise in which uncertainty
exists about the consequences of taking any action, particularly when
uncontrollable or unpredictable events may intervene. Resource limita-
tions, for example, might not permit gathering all relevant facts, thus
forcing decisions to be made with incomplete information. Finally, it
must be anticipated that the information supplied to the system may
be inaccurate because, among other reasons, the sources of the infor-
mation are imperfect We, as well as the systems we build, must be
capable of choosing an action on the basis of evidential information.

*This research was supported, in part, by the Defense Advanced
Research Projects Agency (DAHPA) under contract number N00014-
81-C-0115. The views and conclusions contained in this document
are those of the author and should not be interpreted as representing
the official policies, either expressed or implied, of SRI International,
DARPA, or the U.S. Government.

**The author is currently enrolled in the department of Computer and
Information Science (COINS), University of Massachusetts, Amherst,
MA 01003.

Therefore, the on-going research reported here is concerned with some
problems that must be dealt with before such capabilities can be real-
ized.
Some Control Problems

Typically the information needed to choose between alternatives
is obtained from multiple sources and varies in both the type and the
unit of measurement For example, costs and goals/subgoals are two
distinct types of information. One source might talk about costs in
terms of CPU cycles, and another distinct source might talk about
costs m terms of the degradation of the system's ability to complete
its task A problem of interest is how can generically distinct types
of information be combined to obtain a consensus of opinions, from
disparate sources, about the appropriate action to take?

A second problem is that the information that is required to choose
between alternatives may contain minor errors. No system can always
measure accurately the costs of taking an action or determine precisely
the goals/subgoals that should be satisfied. Yet we require that expert
systems be robust enough to make effective decisions despite such er-
rors What mechanisms can be employed to correct for minor errors?

It is import ant that expert systems be able to explain their actions.
Sometimes decisions are based on information that tends to support
those propositions in favor of choosing a particular action, tends to
refute those propositions in competition with the action taken, or both
(i e , conflicting information). At other times an action is taken because
the system is partially ignorant about some aspect of the information
required to reach any decision. In short, to explain its decisions, a sys-
tem must be able to distinguish among evidence that tends to support,
tends to refute, and neither supports nor refutes the propositions of
interest What is an adequate representation of the total evidential
information, as it bears on the propositions of interest, that will allow
systems to provide more meaningful and accurate explanations of their
actions?

ACTIONS, CONTROL-FEATURE SPACES, AND
A CONTROL ENVIRONMENT

We consider an action to be the invocation of a parameterized
process, such as a knowledge source (KS), where a KS is a procedure or
sensor that makes observations about the environment or the invocation
of processes for obtaining additional information that is required to
choose an action.

Selecting the appropriate action depends on the observation of fea-
tures in an environment. Just as spectral attributes can be considered
features of objects, so can goals/subgoals be features of actions. If ob-
jects can be partially discerned from information about what spectral
features are observed, then the appropriate actions can be partially
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discerned from information about which goals/subgoals need to be
watisfied

Exmnples of rontral-feature spaces are geals/subgoals, costs as-
sociated with invoking vatious KSs, the reliability of KSs, and so on. A
vontral-featyre space, therefore, is any ohservable or quantifiable aspect
of an eavironment and system that can possibly help to discern the
apptopriale arction. The set of all cantrol-feature spaces of palential
jnderest constitutes a “contfol edvironment”. In generzl, a control ep-
virenment includes any aspert of a system and its euvironment about
wlich imformation may be obtained Lo assist in makiog a decesion.

REASONING FROM EVIDENTIAL INFORMATION

Lewranee and CGiarvey have rkaracterized uneertzin, incompleie,
aml inacrurite information as evidential information that must be used
iy expert systems Lo reasnn abaut their environment [LOWS2a].' Just
a6 the irfonination needed to interpret aur environment is evidential
in wature, ~o i» the information needed to decide what to do next,
That i, snformalion about such things as goals, consequences of ac-
trens, the power of KSs, and kow much is known about the rrviron-
menl = not eaxly expressed in terms of Boolean logic or prababifities.
Halher, vurl mformation is evidence that tends to confirm or refute
liy pertlieses abaut whal contral feature values have been abserved, and
these hspotheses in turn directly or indireeily imply whal actuins
showld bie taken.

I'or our approach, the information reyuired to feason about what
ta o next s obtained through a ket of control knowledge sources
[CRS:)* Similar o KSs, CKSs provide partially processed, “control-
relited” evidential mformalion that is based upon their observations
ol the rantrol environment.

A Formal View
let A, the set of muteally exclusive and exhaustive actions that a
system van possibly take, be defined as

A = {ﬂl.d;\. ,a,}

Lot G,
terest® Associated with each Fy, 1 <1< m, is a set 7; of possible fea-

, Fm constitiets the control-feature spaces of jn-

ture values of [, where

Fi = {filfi is apossible fealure value of F;}.

Tor earh fy € F.. il ia possible to identify 2 subset of actions for
which rach action ts possibly the best one to take when f; is observed.
For tnstance, if an znalysis of the situation indicaten that the goal af

"Lowrance's and Garvey's development of the concept of evidential
reasoning is based, in part, on Shafer's SHA76| extension of Dempster’s
[PEMOGT, DEM68] work on upper and lower probabilities.

2A CKS differs from a KS only in the scope of Lhe environment and
types of features it is expected Lo perceive,

3Because we are limited in our capacily to reason with large bodies
of information, a premise of this research is that we dea! with this
dilernma by employing some methods for produciag a m ble set
of alternative actions and control-related information. We suggest that
methods analogous to this one must be employed in expert systems.

getting from point A to point B as fast as possible should be salisfied,
then Bxing or driving. as opposed to walking, is possibly the best action.
Aliernatively . if the gonal of getting from point A to point B by relatively
reonsamical means shauld be satisfied, then walking is possibly the best
actinn.

W ean now ronstruct a frame of action, 8,

8, = {{e, fi. fo... fu) ) a; is possibly the best action to take when

ond  fm ale observed },

hofeon

H, T AXAXLx X T

Foach F; induces an equivalence relation over 8, that parlitions B,
mter | 7] cquivalener classes. kach f; € 7, therefore, is effectively an
eqyuittence i whose nembers are those elements of O, that exhibil
feature valee f,. Therefore, f; €8, and ns a consequence

urnn

Len

o, ==

In reahity . o CKN cunmot always convey its observalions in terms
of the wilwduai fi's A CKS must he capsble of communicating
it ters of tdijunetions of possibilities (e g., thteugh the praposition
Fov S where [ fY € X)) Similarly, at times a CKS might need
ter express Lutal ignorance ahout some observation [eg., through »
progeesiling corresponding to 9.}, Consequently, a medel for reasoning
mvst incorporale those propositions with which CKSs wish to express
Therr abseevialems.

A system o cannal alwiays ablain the exact value for a4 subset of
foatures, por will it always know what subaet of features is required 1o
clumse betwern allernative actiops. At best, i system will enly be able
Goanduce amd reline a partial ardering over a sehset of altetnatives Lo
the sxtent That if s eapable of eralizing what eontraf-featire spares are
tequired Lo hineern the appropriate action and is able o reason from

unperfiet measurements of those features.

BOMES OF EVIDENCE

A UK ennveys its observations Ly providing a mass veclor, which
it derives from 3 hedy of evilence that tends to confirm or refute 2 sub-
st uf the propositions of interest. [n aa rvidential approach, every CKS
bas a unil of “mase” that it may distribute, on the basis of ita heliefa
abuyt what it has observed, among 1he various propositions. Giver its
vhsrrvalions, a 'S might brlieve Lhat a sulset of the propositions is
pattialiy of completely true. Such beliefs can be conveyed by attribut-
ing a propettienate amount of its unil mass ditectly to the truthfulness
uf those propositions, Conversely, a CKS can attribute a portion of ita
mass directly to the negation of a sebsel of propositions if it believes
that they are partially or completely fulse.

Bayesian distributions and maas vectora
A mary distribution ran be viewed as 2 generalized Bayesian dis-
tributinn of beliel nver a set of propositions. A Bayesian distribulion
assigog a unit of belief over s set of mutually exclusive and exhaostive
praposilions, as designated by the mapping m.

m; 0, [0,1], where E mp) == 1.
PES,



The prabahility of any proposition, for instance B C 8, is the
wum of ihe helef attnibuted to propositions that imply B or ane minus
the sant of the belief attributed to propositions that imply not I [ie.,
VI

forall BC O, Prot{it)= Y mip).
pER

Tt Toadlows thed

Profity = | = Prod- )

Hivwewer, a nvassaliskributinn peed pet attribute belicf to mutually ex-
tlusive aml sxhaustive propoesitons. That ik, belief may be distribuled
as alecanaied by the mapping A

where

AL T o), MB) =0 and,

E Af{p) = &

L SR

The st of 1he meass atintaded to propositions thad imply f plos the
s of the mass attribeied to propositions that imply = F oeed not
equal ane, becanse sume mass may have beep assigned to propositions
that mply neither {eg By}

Faarh boly of evidenee, therefore, ddduees an interval, called an
Sevadeatnd mtersnd D within which beliel about a proposition must ie.
An evedential mterval s o sohinterval of the real mterval [0,1]. The
lower and wpper lumnds of the evidential inteeval will be ealled support
{Npt) aned phansabiliy (F'=), respretively. The Spt represents the total

s Chat tends Lo support a proposition:

Z Afip).

po i

Sptii) =

The P pepresents the degree 1o which the mass [ails to refute Lhe

propavatian

Py = 1= Spi-1y =

1- Y Mip).

PC R

The it et pretations of some evidential intervals are summarized below:

Completely true |2 1.

Completely false |0,0];
Completely ignorant |0, 1);
Tends to support |5pt, 1], 0< Spt < 13
Tends to refute [0.f'%s], 0< Pia <1,

Tenda to support and refute |Spf, Ple). 0 < Spt € Pl < 1.

AN EVIDENTIAL APPROACH
The applieation of our approach begins by invoking a subset of the

available {'KSs in order to make observations of the system's control
environment. Each CKS conveys its observations by providing & body
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of evidence, in the form of a mass vector, that expresses its belief in
propasitings surh as
o THECONT OF INVORKING K5t WILL IE 100 CPU SECONDS,
& OUR (JOAL SHOULD BE TO IDENTIFY OBJECTS CLOSEST
TOUS FIRST.

An tniegral part of our approsch is the use of Dempater’s rule to
cotibine hodies of rvidenre [DEM67, DEMG8). Given two arbitrarily
cenplex s veetors, say M and Mo, Dempster's rule produces a
third ihass veetor, Afs, that eefieris a consensus of Lhe opinions ex-
pre ~ed m Xy oamb M. That is,

My = M OM.

Shafer [SHATG] and Lowrance [LOWE2b| can be ronsulted te under-
stand how mulipte bodies of evidence ean be rombined. Furthermore,
Dempwtee™s tode s both rommutative and associative. Theeefore, the
order and groupeg of combinations is immaterial, This alfows results
o b wbtained with whatever degree of parallelism the host hardware
cin suppeort

Dempater's rule accomplishes two functions. The first is to obiain
wenn-ensus aboat what artins each ClCS believes 15 possibly the hest
to Lahe, Fornstanee, one CKYS might provide ¢vidence thatl pertains to
the vosts assoriated with invoking various KSs, wherens asecand CRS
oy pooviede evidener that perdmins 1o the reliability of iavoking virious
Wew Girven the evidence they rach provide, the task is to determine
what artion- bath ClSs agree ate Lhe most appeopriate to take.

Forall ppe ps © O Malpad = (1= K)' 30 Mi(piWAlpe).

[ TRl PL

K= 3 MpIMlp) < 1.

roNipym=p

w hire

If buth bodies of evidenee are eompletely consistent, then there is
o e e aehion that they both agree s possibly the best to bake,
and il can be sand Lhey are expressing eompletely compatible opinions,
LS R
crfisistent, then theie opinions are not completely campatible, & <
KN < 1 DNempsier’s role simultaneously determines which actions, if
any . hoth CINSs agree are approprinte and provides a measuee, IV, of
e compatibility between the two bidies of evidence.

Conversely, if the evidence they provide s pol caompletely

Tlee second funciion of Dempster's tule is to correct fur minor
rrrors that may occur in bodies of evitence. The assumption here is
that the likeliheod of distinet CKSs introduring the same type of error
in their ndhies of evideper is negligible.  Therelore, any such srrors
van be overwhelmed by a suflicient amount of redundant and generally
eortect evilenee. 11 a sulsel of CKSs makes gross eerors, such bad
mformation shovld be disearded i it is detected.

Next the resalt of applying Nempster's rule most be extrapolated
froan those propesilions an which it beaes dieectly to the remaining de-
pendent propesitions.? This extrapelation process is prrformed by an
mferenee engine” that carries oot its task hy adjosting the bounds on

‘Lowrance has developed a model, called dependency graphs, that are
a formal representation of logical dependencies between propositions
[LOWREB.

5The inference eagine used in this approach is similar to that described
in Lowrance's thesis [LOWS2b)].
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the evidential interval that is associated with every dependent proposi-
tion.

After the extrapolation process terminates a partial ordering over
the set of alternative actions is reflected in the evidential intervals as-
sociated with each a E 0,. Selecting the appropriate action involves
evaluating these evidential intervals. Although a complete decision
theory for performing such an evaluation is not yet available, it is pos-
sible to choose actions on the basis of several simple criterion. For
example, determining the best action is obvious for those propositions
that correspond to alternatives that have evidential intervals that do
not overlap For those propositions with overlapping evidential inter-
vals, further evaluation is called for There are many utility- vs. cost-
based theories that can be used to select an action on the basis of
beliefs that are constrained by an evidential interval. However, a simple

scheme might be to use the median of the evidential interval.

SUMMARY

This paper has described some important problems confronting
expert systems that operate in complex domains pooling generically
distinct evidential information, correcting for minor errors in eviden-
tial information, and realizing an adequate representation of the total
evidence that tends to support, tends to refute, and neither supports
nor refutes the propositions of interest. We have also described how
an evidential approach to reasoning about control can address some
of these problems.® Dempsters rule is a mechanism for obtaining a
consensus about the appropriate actions to take and correcting minor
errors: a system can better explain its actions because a confidence in-
terval allows it to distinguish between supporting, refuting, and neutral

evidential information.
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