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ABSTRACT 

This paper out l ines an approach toward compu­
ta t i ona l l y invest igat ing the processes involved in 
reasoning about the knowledge states of other cog­
n i t i ve agents. The approach is Fregean and is com­
pared with the work of McCarthy and Creary. We 
describe how the formalism represents the knowing 
o f intensional i nd iv idua ls , c o r e f e r e n t i a l i t y , i t e r ­
ated propos i t iona l a t t i t udes , and we describe plans 
to test, the scheme in the domain of speech act 
recogn i t ion . 

I INTRODUCTION 

Humans quite e f fec t i ve l y reason about other 
humans' knowledge states, bel ie f s ta tes, and states 
of want ing. Unfortunately, the processes by which 
humans do th is are not wel l understood. This paper 
out l ines an approach toward computationally inves­
t i ga t i ng these processes. This approach involves 
two components, the f i r s t of which involves ade­
quately representing knowledge about others' know­
ledge; and the second of which involves describing 
implementable processes by which it is possible to 
reason about such knowledge. Our approach is Freg­
ean to the extent that the kind of cognit ive system 
we propose puts emphasis upon the representat ion of 
Fregean senses. However, the approach is not en­
t i r e ] y Fregean because we do not represent denota­
t ions. This contrasts with the purely Fregean 
approaches of McCarthy (1979) and Creary (1979). 

A. McCarthy's Approach 

McCarthy begins wi th the simple example of Pat 
knowing Mike's phone number which is Inc identa l ly 
the same as Mary's phone number, although Pat does 
not necessarily know th i s . This example immediate­
ly exposes one of the d i f f i c u l t i e s of reasoning 
about knowledge, namely, the problem of i n h i b i t i n g 
subs t i tu t i on of equal terms for equal terms in 
r e f e r e n t i a l l y opaque contexts. McCarthy's approach 
toward solving th is problem involves e x p l i c i t l y 
representing senses and denotat ions. 

B. Creary's Extension 

Creary extended McCarthy's system to handle 
i te ra ted propos i t iona l a t t i t udes . McCarthy's sys­
tem f a i l s for i te ra ted propos i t iona l a t t i t udes be­
cause proposi t ions are represented but not the i r 
concepts. Creary's extensions involve introducing 

a hierarchy of typed concepts. Thus for i nd i v i du ­
als such as the person Mike, th is scheme would 
have the person Mike, the concept of Mike, the con­
cept of the concept Mike, and so f o r t h . The higher 
concept is the Fregean sense of the lower concept, 
which rec iproca l ly is the denotation of the higher 
concept. A s imi lar s i tua t ion holds for proposi ­
t ions. The hierarchy would consist of a t ru th 
value, the proposi t ion which denotes the t ru th 
value, the concept of that p ropos i t i on , and so on. 
This scheme allows for the representat ion of i te r ­
ated proposi t ional a t t i tudes because al l objects 
in the domain of discourse (most notablv proposi­
t ions) have senses. 

C. The Maida-Shapiro Posit ion 

Our s ta r t ing point is the observation that 
knowledge representat ions are meant to be part of 
the conceptual st ructure of a cognit ive agent, and 
therefore should not contain denotat ions. The 
thread of th is argument goes as fo l lows: A cogni­
t ive agent does not have d i rect access to the 
wor ld , but only to his representat ions of the 
wor ld . For instance, when a person perceives a 
physical object such as a t ree, he is real ly 
apprehending his representat ion of the t ree. 
Hence, a knowledge representat ion that is meant to 
be a component of a "mind" should not contain 
denotat ions. A more elaborate statement of th is 
pos i t ion can be found in Maida and Shapiro (1982) 
and the system for representing knowledge, called 
Lambda Net, described in the remainder of th is 
paper is described in Maida (1982). For our pur­
poses, re f ra in ing from representing denotations 
achieves two goals: 1) the problem of subs t i t u t i on 
of equal terms for equal terms goes away because 
d i s t i n c t terms are never equal; and 2) we can 
represent i terated propos i t iona l a t t i tudes without 
invoking a hierarchy of types. 

A. 

II L A M B D A NET 

In tens iona l Ind iv idua ls 

There is a class of in tens iona l ind iv idua ls 
for which it can be said that they have a value as 
seen in assert ions such as: 

a) John-bear knows where I rv ing-bee i s . 
b) John knows Mike's phone number. 
c) John knows the mayor's name. 
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What does John know in each of these sentences? 
He knows the va lue of some i n t e n s i o n a l i n d i v i d u a l . 
We can c h a r a c t e r i z e these i n d i v i d u a l s by o b s e r v ­
ing that they each i n v o l v e a two-argument r e l a ­
t i o n ; namely, l o c a t i o n - o f , phone -no -o f , and 
name-of, r e s p e c t i v e l y . In each case, one argument 
is s p e c i f i e d ; namely: I r v i n g - b e e , M ike , and the 
mayor. The o ther argument is u n s p e c i f i e d . We 
make the assumpt ion that con tex t un ique l y d e t e r ­
mines the va lue of the u n s p e c i f i e d argument . 
Th is va lue is the va lue of the i n t e n s i o n a l e x p r e s ­
s i o n . The e x p r e s s i o n s themselves can now be 
rep resen ted as : 

B. Knowing Intensional I n d i v i d u a l s 

Since each of these e x p r e s s i o n s has a v a l u e , 
someone can know t h e i r v a l u e s . We w i l l express 
t h i s v ia a r e l a t i o n c a l l e d " k n o w - v a l u e - o f " which 
takes a c o g n i t i v e agent and an i n t e n s i o n a l i n d i ­
v i d u a l as a rguments . To represen t "John knows 
M i k e ' s phone number," we w r i t e : 

g) ( know-va lue -o f John 
( the (lambda (x) (phone-no-o f Mike x ) ) ) ) 

Observe that we t r e a t p r o p o s i t i o n a l a t t i t u d e s , 
and a t t i t u d e s toward i n t e n s i o n a l i n d i v i d u a l s , as 
being r e l a t i o n a l and not as i n t e n s i o n a l o p e r a t o r s . 
Knowing is v iewed as c o r r e c t (but not n e c e s s a r i l y 
j u s t i f i e d ) b e l i e f . 

The meaning of " k n o w - v a l u e - o f " e n t a i l s that 
if John knows the va lue of M i k e ' s phone number, 
and the va lue of M i k e ' s phone number is 831-1234 , 
then John " k n o w s - t h a t " the va lue of M i k e ' s phone 
number is 831-1234. 

C . I t e r a t e d P r o p o s l t i o n a l A t t i t u d e s 

Reasoning about the knowledge s t a t e s of 
o t h e r s n e c e s s a r i l y i n v o l v e s i t e r a t e d p r o p o s i -
t i o n a l a t t i t u d e s because the c o g n i t i v e agent 
do ing the reason ing is g e n e r a t i n g b e l i e f s about 
another a g e n t ' s knowledge s t a t e which i t s e l f may 
c o n t a i n b e l i e f s about the b e l i e f s o f o the r cog ­
n i t i v e a g e n t s . Thus it is u s e f u l to show how 
Lambda Net r e p r e s e n t s such a s s e r t i o n s . Creary 
(1979) o f f e r s th ree semant ic i n t e r p r e t a t i o n s o f 
the ambiguous sen tence : 

h) Pat b e l i e v e s tha t Mike wants to meet 
J i m ' s w i f e . 

He sugges ts tha t the task of r e p r e s e n t i n g these 
i n t e r p r e t a t i o n s p r o v i d e s a s t r ong t e s t of the 
r e p r e s e n t a t i o n . In order to a l l o w the reader to 
compare the Lambda Net scheme w i t h C r e a r y ' s we 
l i s t the r e p r e s e n t a t i o n s be low. In each case, we 
g ive a r e n d e r i n g of the i n t e r p r e t a t i o n in E n g l i s h , 
our r e p r e s e n t a t i o n , and C r e a r y ' s r e p r e s e n t a t i o n . 

1) Pat b e l i e v e s tha t Mike wants to meet J i m ' s 
w i f e as such . 

The reader should r e f e r to the o r i g i n a l pape rs , 
Creary (1979) and Maida ( 1 9 8 2 ) , to make the proper 
compar i son . One of C r e a r y ' s goa ls is to stay 
w i t h i n the c o n f i n e s of a f i r s t - o r d e r l o g i c . Lambda 
Net does not have that c o n s t r a i n t . 

D . Knowing C o r e f e r e n t i a l I n t e n s i o n a l I n d i v i d u a l s 

To asse r t t ha t two i n t e n s i o n a l i n d i v i d u a l s are 
c o r e f e r e n t , w e w r i t e : 

i ) (equiv i n d i v i d u a l - 1 l n d i v i d u a l - 2 ) 

The r e l a t i o n " e q u i v " is mnemonic f o r e x t e n s i o n a l 
e q u i v a l e n c e , and is the only r e f e r e n c e to e x t e n -
s i o n a l i t y used in Lambda Net . One of our p e r f o r m ­
ance goa ls is to des ign a system wh ich r e a c t s 
a p p r o p r i a t e l y t o a s s e r t i o n s o f c o r e f e r e n c e . Th is 
i n v o l v e s s p e c i f y i n g a method -to t r e a t t r a n s p a r e n t 
and opaque r e l a t i o n s a p p r o p r i a t e l y . A r e l a t i o n , or 
v e r b , such as " d a i l " o r " v a l u e - o f " i s t r a n s p a r e n t 
whereas a r e l a t i o n such as "know" is opaque w i t h 
respect to i t s complement p o s i t i o n . We can express 
t h i s as: 

( t r a n s p a r e n t d i a l ) 
( t r a n s p a r e n t v a l u e - o f ) 
( c o n d i t i o n a l l y - t r a n s p a r e n t know l s t - a r g 2nd-arg) 

" D i a l " and " v a l u e - o f " are u n e q u i v i c a l l y t r a n s p a r ­
e n t , whereas "know" ( e i t h e r know- tha t or know-
v a l u e - o f ) is t r a n s p a r e n t on the c o n d i t i o n tha t the 
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agent do ing the knowing a lso knows that two e n t i ­
t i e s are c o r e f e r e n t . We can p a r t i a l l y express 

E. Axiom of R a t i o n a l i t y 

A system tha t reasons about the b e l i e f s of 
another c o g n i t i v e agent must make assumpt ions 
about the r a t i o n a l i t y of t ha t agent in regard to 
what he c o n s i d e r s l e g i t i m a t e r u l e s of i n f e r e n c e . 
W e s h a l l assume that a l l c o g n i t i v e agents u t i l ­
ize the same set of i n f e r e n c e schema. Th is is the 
Axiom of R a t i o n a l i t y and we f u r t h e r assume that 
t h i s set of schema is e x a c t l y the set g i ven in 
t h i s paper. A s ta tement of the Axiom of R a t i o n ­
a l i t y i s : 

Axiom of R a t i o n a l i t y - If a c o g n i t i v e agent 
knows or is capable of deduc ing a l l of the 
premises of a v a l i d i n f e r e n c e , then he is 
capable of deduc ing the c o n c l u s i o n of tha t 
i n f e r e n c e . 

The Axiom of R a t i o n a l i t y enab les one c o g n i t i v e 
agent to de te rm ine by i n d i r e c t s i m u l a t i o n whe­
ther another c o g n i t i v e agent is capable o f i n f e r ­
r ing some th i ng . I t i m p l i e s , " I f I f i g u r e d i t out 
and he knows what 1 know, then he can a lso f i g u r e 
it out i f he t h i n k s long enough . " We w i l l assume 
that the s i t u a t i o n s i n v o l v e d in knowing about t e l ­
ephone numbers are s imple enough to make p l a u s i ­
ble the s t r o n g e r r u l e , " I f 1 f i g u r e d out and he 
knows what I know, then he has d e f i n i t e l y f i g u r e d 
it o u t . " 

F. Reasoning about Knowing 

In t h i s s e c t i o n we g ive an example of how 
reason ing about knowing can take p lace in Lambda 
Net by mode l ing the f o l l o w i n g s i t u a t i o n i n v o l v i n g 
a p r o p o s i t i o n a l a t t i t u d e . 

Premises: 1) John knows tha t Pat knows M i k e ' s 
phone number. 

2) John knows that Pat knows that M i k e ' s 
phone number is the same as Ma ry ' s 
phone number. 

C o n c l u s i o n : John knows that Pat knows Mary ' s 
phone number. 

By the d e f i n i t i o n o f knowing as c o r r e c t b e l i e f , 
i t f o l l o w s t h a t : 1) Pat knows M i k e ' s phone number; 
and , 2) Pat knows tha t M i k e ' s phone number is the 
same as Ma ry ' s phone number. From c o n d i t i o n a l 
t r a n s p a r e n c y and the Axiom of R a t i o n a l i t y , the 
c o n c l u s i o n f o l l o w s . 

I l l SUMMING UP 

A. What has been Achieved? 

A system wh ich can reason v a l i d l y about know­
ledge must have at l e a s t the f o l l o w i n g t h ree per ­
formance c h a r a c t e r i s t i c s : 1) The system must be 
ab le t o rep resen t a s s e r t i o n s i n v o l v i n g i t e r a t e d 
p r o p o s i t i o n a l a t t i t u d e s and reason f rom these 
a s s e r t i o n s ; 2) The system must reac t a p p r o p r i a t e l y 
t o a s s e r t i o n s i n v o l v i n g c o r e f e r e n c e between d i s ­

t i n c t i n t e n s i o n a l i n d i v i d u a l s ; and , 3 ) The system 
must f e l i c i t o u s l y r e p r e s e n t tha t another c o g n i t i v e 
agent can know the va lue of some i n t e n s i o n a l i n d i ­
v i d u a l w i t h o u t the system i t s e l f n e c e s s a r i l y know­
ing the v a l u e . Lambda Net has these c h a r a c t e r i s ­
t i c s j u s t as C r e a r y ' s (1979) does. However, Lambda 
Net o f f e r s the advantage of not i n v o k i n g a h i e r a r ­
chy of c o n c e p t u a l types in order to ach ieve these 
per formance c h a r a c t e r i s t i c s . 

B. Cu r ren t Work 

We are imp lement ing t h i s system to process 
speech ac ts us ing the gene ra l s t r a t e g y d e s c r i b e d 
by A l l e n (1979 ) . Th is approach v iews speech ac ts 
as communica t ions between c o g n i t i v e agents about 
o b s t a c l e s and p o t e n t i a l s o l u t i o n s to a c h i e v i n g some 
g o a l . T h e r e f o r e , comprehending and a p p r o p r i a t e l y 
r e a c t i n g to a speech act n e c e s s a r i l y r e q u i r e s the 
c a p a c i t y to reason about another c o g n i t i v e a g e n t ' s 
goa ls ( w a n t s ) , p l a n n i n g s t r a t e g y , and knowledge 
s t a t e s . 
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