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ABSTRACT 

T h i s paper d e s c r i b e s L P * , a program t h a t l e a r n s 
new t e c h n i q u e s f o r s o l v i n g e q u a t i o n s by examin ing 
worked examples . U n l i k e most o f t h e work i n t h i s 
f i e l d , e . g . (Neves , 1978 ) , where t h e e q u a t i o n s 
used have been v e r y s i m p l e , LP uses complex 
e q u a t i o n s , see be low . LP can l e a r n f rom one 
example , us i ng concep ts f rom the p l a n n i n g f i e l d . 

In o r d e r to be a b l e to s u c c e s s f u l l y use a new 
t e c h n i q u e , LP l e a r n s many d i f f e r e n t t y p e s o f 
i n f o r m a t i o n . To l e a r n new r e w r i t e r u l e s , LP 
compares c o n s e c u t i v e l i n e s i n t he worked example , 
f i n d i n g d i f f e r e n c e s between them. I t a l s o l e a r n s 
t h e s t r a t e g i c purpose o f the s t e p s , b y c o n s i d e r i n g 
t h e worked example as a t ype o f p l a n f o r s o l v i n g 
t h e e q u a t i o n . LP e x t r a c t s t h e necessa ry 
i n f o r m a t i o n , and b u i l d s a p l a n wh ich i s s t o r e d f o r 
f u t u r e use . L P e x e c u t e s t h e p l a n i n a f l e x i b l e 
way to s o l v e new e q u a t i o n s . 

I . I N T R O D U C T I O N 

T h i s paper d e s c r i b e s LP, a program w h i c h l e a r n s 
new t e c h n i q u e s f o r s o l v i n g symbo l i c e q u a t i o n s by 
exam in ing worked examples . These t e c h n i q u e s can 
t h e n be t e s t e d on some new p rob lems . LP can l e a r n 
f rom one t r i a l by u s i n g concep ts f rom p l a n n i n g . 

The e q u a t i o n s used by LP a r e s y m b o l i c , 
t r a n s c e n d e n t a l , n o n - d i f f e r e n t i a l e q u a t i o n s , e . g . 

L P i s b u i l t around t h e e q u a t i o n s o l v i n g program 
PRESS, (Bundy and Welham, 1981 , S t e r l i n g e t a l , 
1 9 8 2 ) . 

Worked Examples 
A t y p i c a l i n s t a n c e o f t h e t ype o f worked 

example used by LP is shown be low . 

I I . METHODS AID OPERATORS 

The basic operators of LP are ca l led methods. 
Each method has an associated set of rewr i te 
r u l e s , and some con t ro l in format ion which 
ind ica tes when the method should be app l ied . 

Equations are solved by applying methods, which 
in tu rn may apply rewr i te r u l es . An example of a 
method is Co l l ec t i on , which appl ies to equations 
conta in ing more than one occurrence of the 
unknown. Co l lec t ion reduces the number of 
occurrences of the unknown. Co l lec t i on is used in 
the example above to obta in l i n e ( i i i ) from l i n e 
( i i ) , using the Co l lec t ion rewr i te ru le 

The con t ro l in format ion includes precondi t ions, 
fac ts which must be true before the method can be 
appl ied and postcond i t ions, which must be true 
a f t e r the app l i ca t i on of the method. The 
postcondi t ions are used both to ensure that the 
method has achieved the desired e f f e c t s , and to 
al low planning. 

Many learn ing programs work in domains where 
the basic operators are s i m i l a r to those of 
STRIPS. The operators of STRIPS, (Fikes et a l , 
1972), have precond i t ions , an add l i s t which 
contains the fac ts tha t the operator makes t r ue , 
and the delete l i s t which contains the fac ts that 
are no longer t rue a f t e r the app l i ca t i on of the 
operator . I f the precondi t ions are s a t i s f i e d the 
operator can be app l i ed . 
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In con t ras t , LP methods do not have t h i s 
des i rab le p roper ty . In genera l , a method is not 
c e r t a i n to succeed, even i f the precond i t ions are 
app l i cab le . This is because the precond i t ions are 
too genera l , but we can not g ive st ronger 
precondi t ions tha t do not invo lve a c t u a l l y 
apply ing the method to t es t i f i t i s app l i cab le ! 
It seems tha t t h i s might be a problem in many 
domains. 

S i m i l a r l y , the e f f e c t s of a method are hard to 
c l a s s i f y . The postcond i t ions are used spec i fy 
what should be t rue a f t e r a method has been 
appl ied in the desi red way, but there is no 
guarantee tha t the method w i l l produce these 
e f f e c t s . 

III. WHAT LP WEEDS TO LEARN 

In order to lea rn a "new techn ique" , LP may 
need to learn at several l e v e l s . At the lowest 
l e v e l , it may need to lea rn new a lgebra ic 
i d e n t i t i e s . These w i l l be used as rewr i t e r u l e s . 
We are not p a r t i c u l a r l y concerned w i t h t h i s low 
l eve l task . At the next l eve l up, LP needs to 
lea rn new opera to rs , i . e . methods. This w i l l 
i nvo lve lea rn ing the con t ro l i n fo rmat ion f o r the 
method, and assoc ia t ing w i th i t some rewr i t e 
r u l e s . These rewr i t e ru les may be new or o ld 
r u l e s . The c o n t r o l i n fo rmat ion does not depend on 
which equat ion is being used. 

However, LP needs also to l ea rn the meta-
c o n t r o l i n fo rma t i on , which con t ro l s the order in 
which methods are used. This i n fo rmat ion is 
recorded in a p lan , ca l l ed a schema. This records 
how the equation is so lved, and can be used to 
solve new equat ions. The plans may be equat ion 
dependent. For example, the plan may record tha t 
the s o l u t i o n involved apply ing method M fo l lowed 
by method N. In the general case however, even if 
method M can be app l i ed , it may not be the case 
t ha t method N w i l l then be app l i cab le . 

I V . LEASHING FROM EXAMPLES 

Step J u s t i f i c a t i o n 
The f i r s t task f o r LP is to d iscover how each 

l i n e in the worked example is transformed i n t o the 
nex t , we c a l l t h i s Step J u s t i f i c a t i o n . To do 
t h i s , i t examines consecut ive pa i r s o f l i n e s , 
t r y i n g to f i n d the method tha t transforms each 
l i n e to the nex t . 

Suppose tha t LP is working on the step from a 
l i n e p to the next l i n e , c a l l e d q . LP f i r s t t r i e s 
to see i f an e x i s t i n g method can account f o r the 
s tep . To do t h i s , LP computes the c h a r a c t e r i s t i c 
t u p l e , hencefor th CT, f o r each of the l i n e s p and 
q. The CT is a tup le of meta- leve l c h a r a c t e r i s t i c s 
of the equat ion , c o n s i s t i n g of f a c t s such as the 
number of occurrences of the unknown, the type of 
f u n c t i o n symbols occur r ing in the equat ions, e . g . 
t r i gonome t r i c , whether the equat ion is a s i n g l e 
equat ion or a d i s j u n c t i o n e t c . For example, the 
CT o f 

s in ( x ) - 2 . s i n (4 . x ) + s in (7 .x ) - 0 

i s 

[ o c c ( m u l t i p l e , 3 ) , t r i g , eq, func tor ( + , 2 ) ] , 

meaning tha t there are m u l t i p l e occurrences of the 
unknown, 3 in a l l . The expression is 
t r i gonome t r i c , i t is an equation ( r a t he r than a 
d i s j u n c t i o n ) , and the dominating func to r on the 
Lhs is " ♦ " o f a r i t y 2 . 

LP then looks f o r a method that can transform 
the CT of p i n t o the CT of q . * Use of the CT to 
cons t ra in search is an example of the technique of 
meta- leve l in ference which is used ex tens ive ly in 
the PRESS and LP p r o j e c t s . 

I f LP f i n d s a method, i t attempts to use i t to 
t ransform p i n t o q (a method may not apply even if 
i t s CT and other con t ro l in fo rmat ion i nd i ca te tha t 
i t i s s u i t a b l e ) . I f the method is success fu l , LP 
records that the step from p to q was performed by 
tha t method, and proceeds to the step from q to 
the next l i n e . Otherwise, i t t r i e s t o f i nd 
another poss ib le method. If no more poss ib le 
methods can be found, LP conjectures a rewr i t e 
r u l e tha t would exp la in the s tep. 

The rewr i t e ru le is obtained by removing common 
terms from p and q and equating the remaining 
terms. For example, consider the l i n e s ( i ) and 
( i i ) in the above example. Both l i n e s conta in the 
a d d i t i v e term - 2 . s i n ( 4 . x ) and the r i g h t hand side 
of both is 0. De le t ing these and equating the 
remainder produces the conjecture 

s i n ( x ) + s i n ( 7 . x ) = 2 . s i n ( 4 . x ) . c o s ( 3 - x ) . 

I f the conjecture is co r rec t the user is asked 
to provide the general r u l e . In t h i s case, the 
user gives LP the r u l e 

s in (A) + s in(B) -> 
2 . s i n ( (A + B ) /2 ) . cos ( (A - B ) / 2 ) . ( i v ) 

LP avoids genera l i z ing at t h i s l eve l by asking 
the user f o r the general r u l e . Given tha t LP is 
l ea rn ing from one t r i a l , there seems to be no easy 
way f o r the program to c o r r e c t l y genera l ize ru les 
of t h i s s o p h i s t i c a t i o n . Unl ike Neves, (Neves, 
1978), i t i s no longer s u f f i c i e n t j u s t to replace 
numbers w i t h v a r i a b l e s . 

Creat ing new methods 
Once every step has been processed, LP examines 

i t s ana lys is to see if any new methods need to be 
c rea ted . New methods are created to exp la in the 
a p p l i c a t i o n of new r u l e s . Suppose a new r u l e has 
been appl ied at l i n e i , to produce the next l i n e 
j . L P f i r s t f i n d s the precond i t ions P o f the 

•Th is i n fo rmat ion i s pa r t o f the c o n t r o l 
i n fo rmat ion of the methods. 
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method M appl ied at l i n e j to g ive l i n e k. It then 
f i nds which of these precondi t ions are s a t i s f i e d 
at l i n e i , c a l l t h i s set S. The remaining 
precondi t ions are not s a t i s f i e d a t l i n e i , but 
s a t i s f i e d a t j , c a l l t h i s set U . I f U i s non-
empty, LP assumes tha t the purpose of apply ing the 
r u l e is to s a t i s f y U so that M can be app l i ed . 
The set U is ca l led the major e f fec tB of the r u l e . 

The above analys is is performed f o r each 
a p p l i c a t i o n of a new ru le in the worked example. 
If no su i t ab le method e x i s t s , see below, LP 
creates a new one. This method appl ies the ru le 
and then method M. The precondi t ions of the method 
are S, plus any precondi t ions of the r u l e . The 
postcond i t ions of the method are those of M. 

In other cases, LP w i l l f i nd that i t already 
has a method w i th the precondi t ions S, and the 
postcond i t ions of method M. In t h i s case, LP adds 
the ru l e to the set of ru les tha t can be used by 
tha t method. In t h i s way, methods gradua l ly b u i l d 
up la rge r sets of associated rewr i te r u l es . 

I f LP f i nds that a l l the precondi t ions of M 
were s a t i s f i e d , i . e . U is empty, i t looks f o r 
another exp lanat ion . One p o s s i b i l i t y is that the 
r u l e is used to manipulate the equation so tha t M 
can be app l i ed , although no new precondi t ions are 
s a t i s f i e d . This kind of behaviour occurs because 
the methods are not STRIPS type operators . 

The schema is now created. This is a l i s t 
cons i s t i ng of a l l the methods used in the worked 
example. Each step is tagged w i th the cond i t ions 
tha t i t i s used to s a t i s f y , i . e . the major 
e f f e c t s , plus any cond i t ions tha t must also be 
mainta ined. 

V. SOLVING NEW EQUATIONS 

Schema are used to solve new equat ions. When 
LP is given an equation i t f i r s t t r i e s to f i nd a 
schema that seems to be re levan t . A schema is 
re levant i f the equation tha t produced i t has the 
same CT as the current equat ion. If one is found, 
LP t r i e s to apply the steps l i s t e d in the schema. 
Suppose that the cur rent l i n e in the schema 
suggests the a p p l i c a t i o n of method M. LP uses the 
f o l l o w i n g procedure: 

1. Try to apply method M. If t h i s succeeds, 
continue w i th the next step in the schema. 

2. Otherwise, t r y to f i nd another method tha t 
has the same major e f f ec t s as M, and apply 
i t . I f t h i s succeeds, continue w i th the 
next l i n e in the schema. 

3. I f the two steps above both f a i l , t r y to 
f i n d a method tha t does not undo already 
s a t i s f i e d cond i t i ons , and apply i t . I f t h i s 
succeeds, go to 1. 

4. If none of the above steps have succeeded, 
and if M has no major e f f e c t s , omit the step 

e n t i r e l y , and proceed w i t h the next schema 
s tep . 

If none of these attempts are success fu l , LP t r i e s 
to solve the equation wi thout the schema, in a 
s i m i l a r way to PRESS. 

The schema acts as a simple plan tha t can be 
executed in a f l e x i b l e way. 

V I . RESULTS AND CONCLUSIONS 

LP has learned several new techniques from 
worked examples. One resu l t is tha t LP has been 
able to solve d i f f i c u l t equations a f t e r examining 
much easier examples. For instance, a f t e r LP has 
been given worked examples f o r the equations such 
as 

cos(4.x) + cos(6.x) = 0 (v) 

i t i s a b l e t o s o l v e 

s i n ( 2 . x ) + s i n ( 3 . x ) + s i n ( 5 » x ) = 0 . ( v i ) 

The worked example f o r e q u a t i o n ( v ) c o n t a i n s 7 
l i n e s . The s o l u t i o n f o r e q u a t i o n ( v i ) c o n t a i n s 1 4 
m a j o r s t e p s , and i n c l u d e s a v a r i a n t o f e q u a t i o n 
( v ) as a s u b p r o b l e m . 

The t e c h n i q u e s used by LP seem to be a p p l i c a b l e 
to many doma ins . For examp le , s y m b o l i c 
i n t e g r a t i o n i s pe r fo rmed b y t r a n s f o r m i n g i n t e g r a l s 
u s i n g a sequence o f o p e r a t o r s , and t h i s p r o c e s s 
seems s i m i l a r t o t h a t o f e q u a t i o n s o l v i n g . I t 
seems t h a t L P c o u l d l e a r n i n t e g r a t i o n t e c h n i q u e s 
f rom worked examp les , u s i n g our p l a n n i n g s t y l e 
a p p r o a c h . 

Us ing c o n c e p t s f rom p l a n n i n g , t h e t e c h n i q u e o f 
l e a r n i n g f rom examples seems t o work w e l l i n t h e 
a l g e b r a doma in , even when t h e e q u a t i o n s a r e much 
h a r d e r t h a n those c o n s i d e r e d b y e a r l i e r w o r k e r s . 
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