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ABSTRACT

A method for learning by practice, based on
the transference of knowledge between domains,
16 discussed and illustrated in the context of a
probLem solver functioning in a domain of
elementary physics. As an example of the
application of this approach, it is shown how
knowledge belonging to the domein of "symmetry
of figures" cen be successfully used to solLve
problems in the first domein. This controlled
transference of knowledge is accomplished in
four steps: a) mapping certain components of
the physics problem into the domain of figures,
b] applying the available knowledge for that
domain, <c¢) mapping the results back into the
original domain, and d) testing the validity of
the trenBference.

INTRODUCTION

An "intelligent" system should have two
main components: a problem solver end a
learning agent. The problem solver has the
capability of solving problems in a particular
domein; the learning agent is in charge of
supervising the behavior and modifying the
structure of the problem solver. In the case of
leerning by practice, the learning agent
analyzes the solutions given by the problem
solver to a sequence of problems, end determines
appropriate modifications to be made to the
problem solver.

Severe | mechanisms have been proposed to
perform this type of Learning, some of which
heve been explored 1n the context of elementary
physics (Novak and Araya, 1980). Here, a
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Learning method based on the transference of
know Ledge between domains, is presented. This
process cen be viewed es an approach to the
discovery of heuristics, in the sense thet
methods thet work for one domein are found to be
also appropriate for another domain, provided
thet the problems satisfy certain conditions.
The possibility of discovering these heuristics
is particularly important when they lead to
simplified solutions.

MAPS: BRIDGES BETWEEN DOMAINS

In solving a new probLem it is often useful
to try to apply knowledge thet ha6 been
successfully employed in the solution of similar
problems in the pest. More specifically, in
probLem 6oLving by ananlogy e probLem to be
solved is compered to previously solved
problems. When a high degree of similarity is
found, it is reasonable to expect thet knowledge
used in the solution of the old problem (or even
the solution itself) cen be applied to solve the
new probLem. In general some adjustments will
have to be made in the old solution due to
differences between the problems. An important
characteristic of this analogical approach is
the high degree of similarity that must exist
between old end new problems in order for the
process to be carried out. Such use of analogy
in Learning and probLem solving he6 been
discussed by Car bone 11,1981, Anderson,1981,
Win8ton,1980, end Winston, 1982.

An alternative approach is to make
applicable to the solution of a probLem in e
given domein, knowledge belonging to another
domein. In whet follows we show how this can be
accomplished by means of mappings between
concepts pertinent to the respective domains.
This allows one to view e problem in the
original domain 1n terms of concepts defined in
the new ("external") domain. Since the mappings
between the original and external domain are
given, this approach does not Involve any search
for analogous problems as 1n the analogical
methode mentioned above. Although the fect thet
there is a map Implies that some kind of
"similarity" between the two domains exists,
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this similarity is only implicit, and the
transference process is not directly concerned
with it. This he6 two important consequences.
On the one hand, it meke6 it necessary to
determine whether the epplicetion of e
particular piece knowledge from the externel
domain yields valid results in the original
domain. On the other hand, the proposed method
has the advantage of bringing more diverse
knowledge to beer on the problem under
consideration.

The notion of learning by transference of
knowledge has been analyzed by Winston, 1978.
Korf,1980 has studied the problem of
transforming representations to obtain those

that yield simplified solutions. McDermott et
al,1978 discuss different representations used
by experts in solving physics problems.

McCarthy et al,1981 have proposed e notion of
mapping to be used for representing concepts in
terms of deformation of prototypes.

AN EXAMPLE

We have developed e problem solver that
deals with a domain of elementary physics in
which forces ere applied to linear rigid bodies.
The system knows, for instance, that "if forces
satisfy certain conditions, then the rigid body
is 1n equilibrium (in e statics sense)." At some
point in the process of solving a given problem,
the problem solver produces a diagram, that is,
a figure representing forces and objects as
lines. (McDermott et al,1978 consider that this
is typical of humans when solving problems in
elementary physics). Let us assume that the
system has knowledge about symmetry of figures
1n the plane. For instance, the system coulLd
know that "if a figure is symmetric with reBpect
to some axis, then the figure 1s in equilibrium
(in e geometric sense)." Thus, if the figure
obtained from the problem satisfies certain
symmetry conditions, this knowledge becomes
applicable and may actually produce a solution
to the problem. The learning agent may react to
this situation by initiating a learning episode
as a result of which the system learns that "1f
forces are symmetric with respect to some axis,
and satisfy some additional conditions, then the
rigid body is in equilibrium." Let us consider
the following problem to illustrate the effects
of using knowledge of symmetry:

"Several forces ere applied to e lever.
Forces F1, F2, F3 end their locations
are known. Suppose that the location of

force F4 is also known. |If the lever is
In equilibrium, find the magnitude and
angle of F4."

Solution 1

In order to compute force F4 the problem
solver applies a method based on elementary
knowledge of physics. It makes use of the
notions of equilibrium of forces end equilibrium
of moments. The system obtains the information
needed to write the corresponding equations,
writes them, end solves the equations.

Salesign 2

In the fnitiel stages of tha process the
systam generates the following figura:

pxis of symmatry

| DLINEA=U!nknown,
DLINEY i Desirad
(F1) w (F&)
}
Y
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Fig.1: The physics prublem mapped
inte a figure

In parenthesis, near the Lines, appear the
names of the components of the physics problem
that are represented by them. |In the original
problem, the question was to compute the
magnitude and angle of force F4, assuming the
lever to be 1n equilibrium. When the problem is
mapped Into the figure, the question becomes
that of finding the size and angle of DLINE4 so
that the figure |Is in equilibrium (in a
geometric sense). Let wus assume that the
locations of the forces are such that there is
an axis, passing through the center of the line
representing the Lever, with respect to which
directed lines DLINE2 and DLINE3 are symmetric.
Furthermore, we assume that the Locations (l.e.,
the coordinates of the respective tails) of
DLINE1 and DLINE4 are also symmetric with
respect to that axis. By applying knowledge
about symmetry, the system can determine the
angle and size of DLINE4 so that It is symmetric
to OLINE1. Finally, efter mapping back DLINE4
Into force F4 we obtain a solution to the
physics problem.

THIS solution, however, may not be correct.
Even 1f the figure is symmetric with respect to
a given axis, the lever may not be 1n

equilibrium. In fact, 1n the example the
condition of equilibrium of forces in the
vertical direction may be violated by the
solution. This is determined during the
validation stage. In consequence, the heuristic

of symmetry works correctly when the problem
satisfies the condition of equilibrium of forces
1n the vertical direction. Other examples given
below will further clarify this issue.



4. THE TRANSFER PROCESS

The example shows how knowledge from one
domain can be applied to another domain. The
transfer proce66 that makes this possible may be
divided in the following stages:

1. Mapping e problam from the orfginal
domain to the extarnsl domain,

2. Applying externel knowledge.
d. Mapping beck to the originel domain.

4, Valideting the application of external
know ledge.

To test the feasibility of this approach we
are currently developing an experimental system,
and explain below how the different steges of
the process are to be carried out.

4.1 Mapping a_ problem from the orginal domain

to the. external domain

In a problem solving mode, the system uses
physics knowledge to solve a problem. In a
learning mode the system tries to explore other
kinds of knowledge that could be applied to
solve a particular problem. This is
accomplished by wusing a mapping mechanism to
project a problem Into some external domain. In
a full fledged system containing knowledge about
several problem domains and with a large number
of mappings between them, the system should have
a way of determining, 1n a given situation,
which of the mappings should be explored. This
would help cut down a potentially combinatorial
explosion of the number of maps that could be
applied at different problem solving steps. In
our experimental system, however, we are
primarily concerned with understanding more
basic issues, such as the utilization of the
maps themselves and how the application of
external knowledge can be veildated.

/ => ST 2A
(a)

AN = a - PN
(5)

Fig. 2: Two 1twms of knowledge in the
domafns of figuree
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Let us suppose that in the domain of
figures there ere several pieces of know Ledge.
For Instance, knowledge about symmetry, as
Indicated above; knowledge about simplifying a
figure by projecting it In some direction
(Figure 2a); or knowledge about simplifying a
figure by eliminating parts of it (Figure 2b).
These become applicable once the probLem has
been appropriately mepped to the domain to which
they belong.

In the case of the problem discussed above,
several maps are necessary: to map linear rigid
bodies Into Line segments, forces into directed
Lines, end questions into questions. A map has
the following general form:

[MAPxyz : & MAP with

Eourceclaes = {classi>
dastinationclmes = <(class2>
jdenticelprops = [[prop2i propi))

(prnpe;“prnpm]]
transformetions = [{prop2k proc r)

(prop2l proc g)]}

This map states that an Instance of class1,
belonging to the original domain, can be mapped
Into an instance of <class2, belonging to the
external domain. The "identicelprops" component

of the map contains a list of pairs of
properties of the destination and source
instances that have the same value. The

"transformations"” component of the map contains
e list of pairs, composed of properties of the
destination instance and procedures that may be
used to compute their values (possibly using
properties of the source). Let us illustrate
the notion of e map with an example:

{FORCE-DLINE : a MAP with

epurceclasa = FORCE
deatinaticnclass = DLINE
identicalprops = [[LENGTH MAGNITUDE)

[ANGLE ANGLE) ]

tranaformetions =

[(X <procedure: finds the

dintance of the Location of

the force to the Lsft end of

the Lever, pLus the X of ths

lLine into which the Lever was

mappad> )

Y <...>»1) 1

The map indicates how a FORCE can be mapped
into a DLINE. For Instance, the LENGTH of the
DLINE is equal to the MAGNITUDE of the force,
and the "X" of the DLINE (i.e., the horizontal
component of He tail) can be found by
activating a procedure whose description appears
above. The specific form that the mapping
process takes depends on how knowledge is
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represented, and how problems are described. In
the hierarchical, schema-based representation
that we have wused to Implement the problem
solver, the process consists of performing the
mappings of Instances in a cartain order, end
propagating their effects along the way.

4.2 Applying External Knowledge

Up to this point, external knowledge has
been useless to the system. It Is present, but
since it is formulated in terms of concepts
different from those in which the problem 1s
represented, it cannot be U6ed in eny wey. Once
the mappings are applied, however, projection of
the problem Into the external domain becomes
available, and the external knowledge cen now be
utilized.

4.3 Mapping back to the. Original Domain

To continue with the example given above,
let us assume that knowledge about symmetry is
applied. After that, it is necessary to map the
results obtained to the original domain. This
is carried out in a manner similar to the first
stage. In the example DLINE4 has to be mapped
back to F4.

4.4 Validating the Transference of External
Knowledge

After the first three stages have been
completed, the problem solving process continues
in the original domain. If the problem has not
been completely solved, physics knowledge
available there is applied, and a solution s
eventually obtained. The system, however,
cennot teke for granted the correctness of this
solution. Whet it cen do is assume that If a
problem satisfies certain conditions, the use of
external knowledge will produce correct results.
In this case the learning agent |Initiates a
process to discover those conditions.

Let us consider now the conditions for the
correct application of the three pieces of
external knowledge mentioned 1n 4.1. For
symmetry knowledge, the condition is the
equilibrium of forces 1n the vertical direction.
(Since the figure was found to be symmetric with
respect to e vertical axis, symmetry knowledge
Is not enough to establish equilibrium in the

vertical direction). The heuristic of
"projecting a line in a horizontal direction"
will work correctly if all the forces applied to
the lever are vertical. (If there were oblique
or horizontal forces, their horizontal

components would produce moments 1n the inclined
lever but not 1n |Its horizontal projection,
producing incorrect results). For the heuristic
of eliminating parts of a figure, the condition
is that the lever have no weight (because if the
lever had weight, after removing part of 1t,
that weight would change, Leading to Incorrect
reeulta).

We ere currently developing a component of
the system that determines those conditions.
The basic idea is that the solution obtained by
applying only physics knowledge be compared to
the solution produced when using knowledge from
the external domain. If the solution s
correct, the problem being solved is an Instance
of a ‘"problem type" characterized by the fact
that a particular piece of external knowledge
can be correctly applied to Its problem
instances. Then, using appropriate heuristics,
the system explores the problem domain in an
attempt to arrive at a description of that
problem type. This description is precisely the
condition of applicability of the specific piece
of knowledge wused in the solution of the
problem, and must be added to the conditions it
already had.

5. DISCUSSION AND CONCLUSIONS

We have examined a Learning mechanism based
on the transference of knowledge between
domains. The system learns that knowledge of an
external domain can be applied to solve problems
in the original domain. It also learns that in
order for this application to be successful, the
problems have to satisfy certain conditions. We
think that the proposed method has wide
applicability, and have found that several
pieces of knowledge in the domain of "figures"
can be transferred to the physics domain. For
instance, knowledge about how to "simplify a
figure by projecting it in some direction", or
how to "simplify a figure by ignoring parts of
it", etc, cen be successfully used in the
physics domain.

To test the feasibility of this approach,
we are developing an experimental system. The
problem solver works in the domain of elementary
statics, handling problems of equilibrium of
rigid-bodies subject to externel forces. The
implementation of the first three stages of the
transfer process has been completed, and the
Implementation of the validation stage is under
wey. After this Last stege 1s completed, we
Intend to cerry out experiments using mors
knowledge about the domain of figures, and then
apply the method to other external domains.

The process we heve presented presupposes
the existence of the maps. It seems netural to
assume that a physics problem solver should know
how to produce a diagram corresponding to a
physics problem. An Important problem, however,
is to determine the origin of these maps. This
Leeds to the notion of a "map generating

process", In which, concepts 1n different
domains are exemined for their degree of
"similarity", to determine potentially useful

maps. The analysis of this "map generating
process" is a significant topic for future
raaearch.
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