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ABSTRACT 

A research p ro jec t f o r improving the recogni ­
t i o n of f l u e n t l y spoken German speech is presented. 
The work is in progress at present . * 

It should be i nves t i ga ted , how fa r aspects of 
semantics and inferences could improve the automa­
t i c speech recogn i t i on . The work is part of a 
speech recogn i t ion system that receives speech s i g ­
na l s , converts them in to forms su i tab le fo r f u r t he r 
act ions and f i n a l l y puts out the spoken tex t in 
characters. The system i t s e l f operates at three 
stages. Within the f i r s t one the signal analys is is 
performed using a well-known method. This analys is 
segments the signal i n to ce r ta in subword un i ts and, 
f o r each segment, produces a set of weighted candi ­
dates. At the second stage these candidates are 
used to generate weighted word hypotheses w i th the 
a id of an extensive l ex i con . The hypotheses have to 
be v e r i f i e d or f a l s i f i e d w i t h i n the fo l l ow ing pro­
cessing steps at the t h i r d stage. Thereby the a lgo­
r i thm uses a b e s t - f i r s t s t rategy (hypotheses wi th 
highest weight f i r s t ) . 

Besides syntact ic/grammatical aspects, seman­
t i c analys is and inferences mentioned above are the 
methods, tha t should lead to a ce r ta in text-com­
prehension. 

I INTRODUCTION 

This paper presents the basic concept of a 
speech recogn i t ion system fo r f l u e n t l y spoken Ger­
man speech. The goal is to improve recogn i t ion 
using methods from the f i e l d o f A r t i f i c a l I n t e l l i ­
gence. 

The system operates at three stages ( f i g . 1 ) . 
The f i r s t one performes the signal ana lys i s . The 
speech s ignals are segmented in to ce r t a i n subword 
un i ts and, f o r each segment, a set of weighted can­
didates is produced. This is described in chapter I I . 
The second stage uses these candidates to generate 
weighted word hypotheses. Chapter I I I explains how 
the word hypotheses are produced. The t h i r d stage 
produces a set of weighted sentence hypotheses and 
performs the recogn i t i on . The a lgor i thm is des­
cr ibed in chapter IV. 

An extensive lex icon is necessary to execute 
the l a s t two stages. The chapters I I I .A and IV.A des­
c r ibe the lex icon e n t r i e s . 

From the wave form of the speech signal we 
pick out a sect ion which we ca l l the signal window 
or window. At present, we presuppose tha t the s ize 
of the window exact ly corresponds to one spoken 
sentence. 

* This work is supported by the Deutsche For-
schungsgemeinschaft (DFG). 

II SIGNAL ANALYSIS 

The speech s ignals received by the speech 
recogn i t ion system have to be converted in to forms 
su i tab le f o r f u r t he r ac t i ons . The signal analysis 
uses a well-known method (De t twe i l e r , 1981; Ruske 
and Schotola, 1978). 

The analys is segments the signal in to ce r ta i n 
subword u n i t s , socal led demisy l lab les . A s y l l a b l e 
contains a vocal ic nucleus w i th an i n i t i a l conco-
nant c l us te r preceding and a f i n a l consonant c l us ­
t e r f o l l ow ing the vowel. Now a demisy l lab le is de­
f ined as one or the other part of a s y l l a b l e , i f 
the s y l l a b l e is cut i n to two parts somewhere dur ing 
the vowel. 

Regarding t h i s method, there ex is ts an inven­
to ry of about 1300 demisyl lables fo r un res t r i c t ed 
German speech, i f a l l i n i t i a l consonant c lus te rs 
are combined w i th a l l possib le vowels (about 650), 
and a l l possib le vowels are combined w i th a l l f i n a l 
consonant c lus te rs (about 650, t o o ) . 

By means of t h i s method the speech signal is 
segmented in to demisy l lab les , and f o r each segment, 
a set of weighted candidates is produced. For de­
monstrat ion we presuppose tha t t h i s set of weighted 
candidates is a complete one. 

So, at the end of the ana l ys i s , a chain of 
complete sets of weighted candidates for each 
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possible pos i t i on is g iven , tha t can be used f o r 
the next stage of the recogn i t ion system ( f i g . 2 ) . 

IV INTELLIGENCE 

A. Lexicon Entr ies 

Besides the en t r ies mentioned above, the 
lex icon also contains syntact ic /grammatical and se-
matic in format ions f o r each word. The words are 
c l a s s i f i e d i n to ca tegor ies , e .g . noun, a d j e c t i v e , 
p repos i t i on , verb , a u x i l i a r y verb. The i n f l e c t a b l e 
words have a set of possible grammatical forms as 
an e n t r y , and, perhaps, a semantic marker descr ip ­
t i o n . When a ce r ta i n word hypothesis is processed, 
the in format ion taken from the lex icon is used to 
answer pending requests or to produce inferences 
concerning other possib ly appearing words or s t ruc ­
tures w i t h i n a sentence. 

I l l WORD HYPOTHESES 

A. Lexicon Entr ies 

With in the lex icon there e x i s t some en t r ies 
tha t are used f o r generat ing word hypotheses, re ­
garding the weighted demisy l lab le segmentation of 
the preceding stage. For each word in the l e x i c o n , 
i t s phonetic t r a n s c r i p t i o n using demisyl lables and 
i t s number of sy l l ab les are l i s t e d . 

B. Generation of Word Hypotheses 

To generate word hypotheses the lex icon is 
passed through successively word by word. Taking 
one word out of the lex icon i t s weight is ca l cu la ­
ted f o r each possible pos i t i on w i t h i n the chain of 
demisyl lables using the weights of the respect ive 
subword u n i t s . 

If we have N sy l l ab les w i t h i n the chain ( t ha t 
means 2N demisy l l ab les ) , a word w i th the length of 
one s y l l a b l e could appear at N p o s i t i o n s , a two-
s y l l a b l e word at (N- l ) pos i t ions and so on. Having 
processed a l l words of the l e x i c o n , t h i s method 
leads to a complete set of word hypotheses f o r the 
contents of the respect ive window ( f i g . 3 ) . 

B. Algor i thm 

As regards the weighted word hypotheses, now 
the purpose is to a t t a i n cor rec t and meaningful 
sentences by f i n d i n g pathes from the beginning to 
the end of the sect ion of the window. 

To s t a r t w i th the a lgor i thm the best word hy­
pothesis is se lec ted . The respect ive lex icon en­
t r i e s of t h i s word ( the s t ruc tu re hypotheses and 
t h e i r requests) are t rans fe r red to a request f i l e 
which is par t of the i n t e l l i g e n c e stage as shown in 
f i gu re 4. The s t ruc tu re of the request f i l e is 
t r e e - o r i e n t e d . Within t h i s t ree pathes must be 
traced tha t could lead to the acceptance or re jec ­
t i o n of the actual hypothesis. 

In a d d i t i o n , the length of the window and the 
( r e l a t i v e ) pos i t ions of word hypotheses are always 
known. In the fo l l ow ing the recogn i t ion a lgor i thm 
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performs an expectation-based analysis (Riesbeck 
and Schank, 1978). 

Supposing the selected word as a noun the 
request f i l e could have an entry l i k e : 

Can an ad jec t i ve precede the noun d i r e c t l y ? 

If there could be at l eas t one ad jec t i ve the 
path leads us to requests l i k e : 

Are the ad jec t i ve and the noun grammatical ly 
congruent? 
and 
Are the ad jec t i ve and the noun semant ical ly 
congruent? 

A request as an inference from the lex icon 
could look at the pending word hypotheses or at a 
hold l i s t , where recognized parts of a sentence, 
e .g . noun phrases, are l i s t e d . In the f i r s t case 
the request genera l ly concerns word ca tegor ies . 
Such a request could look l i k e : 

Which words w i th category cat could pre­
cede (or fo l l ow) the actual hypothesis up 
to pos i t i on <i> (or s t a r t i n g from pos i t i on 
<j>)? 
(The actual hypothesis s ta r t s at pos i t i on 
<i> and ends at pos i t i on < j > ) . 

If the request could be s a t i s f i e d the next 
requests would concern the grammatical and semanti­
cal congruences, tak ing the answer w i th the best 
weight f i r s t . I f any request is re jected the path 
tha t led to t h i s request is removed from the re ­
quest f i l e up to that po in t where an a l t e r n a t i v e 
path can be t raced. At a l l po in t s , answers to a re ­
quest are only regarded, if they have a ce r ta i n 
minimal weight in order to l i m i t the number of the 
fo l l ow ing requests. Whenever a word hypothesis or 
a s t ruc tu re hypothesis can be v e r i f i e d in the des­
cr ibed way tha t f a c t leads to a new se lec t ion of 
the s t i l l pending hypotheses. I f any par t of the 
sect ion w i t h i n the window had been v e r i f i e d s ta r ­
t i n g at any word hypothesis, and i f there are s t i l l 
pending hypotheses, respect ive ly - w i th other 
words - so fa r there ex i s t only parts of a way from 
the beginning to the end of the window, then the 
ac tua l l y best weigthed word hypothesis has to be 
considered next. The processing ends if there 
ex is ts at leas t one path through the word hypothe­
ses that is accepted. General ly , there would be 
more than one. Each path has a weight , tha t is c a l ­
culated from the word weights ( f i g . 5 ) . 

sentence 1 . weight a1 

If no path could be found because of the sup­
posed minimal we ig th , t h i s threshold has to be r e ­
duced and a new t r i a l has to s t a r t . 

So, f i n a l l y there had been a t ransformat ion 
from sets of weighted word hypotheses to a set - an 
essen t i a l l y smal ler one - of possible sentences. 
The recogn i t ion a lgor i thm takes tha t sentence fo r 
granted tha t has the best we ig th . The spoken tex t 
can be p r in ted in characters . 

V CONCLUSION 

In t h i s paper an overview of an automatic 
speech recogn i t ion system is presented. The system 
receives speech s ignals and performs the recogni ­
t i o n of the f l u e n t l y spoken German t e x t s . 

Some remarks should complete the desc r ip t i on 
of the recogn i t ion system. They show what aspects 
should be inves t iga ted in a d d i t i o n . 

I t is possib le to l i m i t the sets of word hy­
potheses by taking only those words tha t exceed a 
ce r ta i n th resho ld . For t h i s case i t becomes necess­
ary to have a feed-back to the subword l e v e l , be­
cause it is possible tha t only such a word can 
s a t i s f y a path tha t d id not exceed the threshold 
and that had not been considered w i t h i n the hypo­
theses so f a r . 

I t is planned not to l i m i t the window s ize . 
So, the window could also conta in only a par t of a 
sentence, parts of more than one sentence or more 
than one sentence. 

There are a l o t of methods to r ea l i ze the 
weight ing of demisy l lab les , words and sentences. 

Because of an in te rna l knowledge representa­
t i o n that could be used to handle inferences a 
question-answering system could be attached to the 
system. The representat ion fo l lows the ideas of 
Schanks conceptual dependency theory (Schank, 1975). 
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