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ABSTRACT 

The parser is par t of a t e x t understanding 
system in which s t r u c t u r a l ambiguity is a major 
problem. A l l components of the system use a 
message-passing con t ro l s t r u c t u r e . A general 
advantage of t h i s form of con t ro l is tha t i t 
a l lows the f l e x i b l e i n t e g r a t i o n of d iverse 
knowledge sources. The parser t ransmi ts 
sub-sen ten t ia l cons t i tuen ts f o r semantic 
i n t e r p r e t a t i o n . A pseudo-para l le l vers ion of the 
l e f t - c o r n e r pars ing a lgor i thm wi th top-down 
f i l t e r i n g is used. As b l i n d t ransmiss ion would 
send spurious c o n s t i t u e n t s , a delay mechanism is 
used to queue cons t i tuen ts u n t i l a l l a l t e r n a t i v e 
analyses of a segment have been completed. 

I INTRODUCTION 

The parser is a component in a system that 
const ructs a knowledge base from tex tua l input . 
Only the parser is discussed here; P h i l l i p s and 
Hendler (1982) gives a plan of the whole system. 

Our corpus is desc r ip t ions of Texas 
Instruments* pa ten ts ; a one-sentence fragment is 
shown in Figure 1. 

A modulator comprising two t r a n s i s t o r s each 
having c o l l e c t o r , emi t te r and base e lec t rodes , 
means f o r apply ing a d i r e c t vol tage across 
sa id emi t te r e lec t rodes , a center- tapped 
source of a l t e r n a t i n g s igna ls connected 
between said base e lec t rodes , said c o l l e c t o r 
e lect rodes being connected together and to the 
center tap of said source. 

F igure 1: A patent desc r i p t i on 

The phrase the "means f o r apply ing . . . " can be 
attached e i t he r to "a modulator comprising . . . " or 

to "two t r a n s i s t o r s each having . . . " The explos ive 
e f f e c t o f s t r u c t u r a l ambiguity makes i t essen t ia l 
t ha t such ambigui t ies be resolved q u i c k l y . Text 
understanding systems tha t do not i n teg ra te the 
use of l i n g u i s t i c and domain knowledge have 
l i m i t e d po ten t i a l to handle such problems. 

The parser has an a b i l i t y to d ispatch various 
sub-senten t ia l phrases f o r semantic i n t e r p r e t a t i o n 
as they are formed, thus pe rm i t t i ng the 
e l i m i n a t i o n of meaningless parse paths. Also note 
t ha t the example "sentence" has the form of an NP. 
The nature of the system permits representa t ion to 

be constructed in p a r a l l e l w i th syn tac t i c 
ana l ys i s ; thus meaning is ex t rac tab le in sp i t e of 
grammatical incompleteness. Fu r the r , conceptual 
p red i c t i ons can be used to guide pars ing . 

II DESIGN FEATURES 

A. Accessing semantics 

I n t e g r a t i n g syntax and semantics may be 
achieved by use of a common data s t ruc tu re as in 
Semantic Grammars (Hendr ix , 1977). However, 
r e t a i n i n g the autonomy of components enables work 
in t h e o r e t i c a l l i n g u i s t i c s and knowledge 
rep resen ta t i on , f o r example, to be d i r e c t l y 
u t i l i z e d . Cascaded ATNs (Woods, 1981) al low 
semantic c r i t i q u i n g of syn tac t i c cons t ruc ts . We 
would l i k e to have a b i d i r e c t i o n a l f low of 
i n fo rmat ion : Ha l l i day and Hasan (1975) c la im tha t 
cohesion is greater w i t h i n paragraphs than across 
them. Consequently we envisage a system that is 
more p r e d i c t i v e when w i t h i n a paragraph and more 
bottom-up near paragraph boundaries. Semant ical ly 
d r iven systems (Schank, 1975) are less l i k e l y to 
perform wel l when t r y i n g to understand 
s t r u c t u r a l l y complex t e x t s . 

Our system in tegra tes the use of 
d e s c r i p t i v e l y autonomous components w i th an 
o b j e c t - o r i e n t e d , message-passing con t ro l s t ruc tu re 
(Hew i t t , 1976). 

B. Forming cons t i tuen ts 

Only noun phrases, verb groups, and clauses 
are t ransmi t ted by the parser . The f i r s t b u i l d 
e n t i t y concepts in knowledge, the second r e t r i e v e 
the case s t ruc tu res of event concepts, and the 
l as t are equiva lents of completed case frames. 

A parser tha t t ransmi ts phrases as they are 
formed w i l l send many spurious cons t i t uen t s . For 
example, in the t e x t of F igure 1, there are " t w o " , 
" em i t t e r and base e l ec t r odes " , e t c . Lookahead is 
used in P a r s i f a l (Marcus, 1979) f o r de te rm in i s t i c 
pa rs ing , but many of the problems found in the 
patents are not addressed. 

Dispatching is c o n t r o l l e d by count ing the 
number of ongoing a l t e r n a t i v e analyses and 
de lay ing ac t ion u n t i l they have a l l te rminated. 
Then those cons t i tuen ts tha t are on s t i l l - v i a b l e 
parse paths are t r ansm i t t ed . 
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C. Depth- or breadth-f irst? 

The system has to know simultaneously the 
state of a l l alternative parses that start in any 
word posit ion. A depth-f i rst system cannot know 
if yet- to-be-tr ied paths w i l l y ie ld another 
analysis but a breadth-f i rst system can be 
cogniscent of concurrent alternatives. A 
(pseudo-) paral lel control structure is thus the 
appropriate environment for the delay mechanism. 

I l l THE OBJECT-ORIENTED PARSER 

A. The grammar: "Local Grammar" 

The grammar has a context-free phrase 
structure component augmented with constraints and 
percolation rules for passing feature values to 
the parent category (Saenz, 1982), see Figure 2. 

The grammar allows null realizations for nouns and 
noun phrases(*). It also includes the clause 
ru le: 

clause = (comp) np verb-group 
without any exp l i c i t objects. The dictionary 
entry for a verb form includes i ts type: 
t rans i t i ve , d i t rans i t i ve , etc. This feature is 
percolated up to the verb-group and the rule 
completed appropriately. 

Dictionary entries also contain the 
information used to translate syntactic relations 
onto meaning relations in the sp i r i t of 
lexical- funct ional grammar (Bresnan and Kaplan, 
1982). 

B. The parsing algorithm 

The algorithm is based on the left-corner 
algorithm with a reachabil i ty matrix (Gr i f f i ths 
and Petrick, 1965), which Slocum (1982) has shown 
to be e f f i c ien t for long sentences, as are found 
in the patents. It is modified to a 
pseudo-parallel format for reasons mentioned 
ear l ie r . 

* I f the f u l l range of e l l i p s i s were incorporated 
i n t o the grammar, it may be so unconstrained as to 
approach worthlessness. This ind ica tes an area 
where p r e d i c t i o n could be useful in gu id ing a less 
permissive grammar. 

The system is implemented using the " f l a v o r " 
system in ZLISP (Weinreb and Moon, 1981). A 
" c o n s t i t u e n t " f l a v o r creates an object tha t is 
associated w i th a r u l e of the grammar. Each 
cons t i t uen t attempts to i n s t a n t i a t e i t s r u l e and 
has methods f o r doing t h i s . 

Active const i tuent. , from a l i s t maintained 
by a scheduler, are sent the input word in order 
that they can advance their ru le-state. If the 
next rule-segment is a terminal category an 
immediate match can be attempted. For 
non-terminal segments, subparse constituents(**) 
are i n i t i a ted . When an object successfully 
instantiates i t s grammar rule it w i l l be linked to 

* * The f i l t e r e d l e f t - c o r n e r a lgor i thm se lects 
ru les tha t are " reachable" from the parent 
category and have the category-to-be-matched as 
the f i r s t symbol of t h e i r RHS. 
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higher leve l cons t i t uen ts . I f the completed 
cons t i tuen t has the category of the goal s l o t , i t 
can f i l l tha t s l o t , NP-1 i n to NP-PARENT in Figure 
4 . Otherwise, f o l l o w i n g the l e f t corner 
a lgo r i t hm, i t w i l l create intermediate 
cons t i t uen t s . I f there are recurs ive r u l e s , then 
both act ions take p lace, as is shown in Figure 4, 
w i th NP-INTERMEDIATE being the intermediate 
cons t i t uen t . 

When a subparse f i l l s the parent s l o t , the 
pa ren t ' s cons t i tuen t makes a copy of i t s e l f , w i th 
the subparse i nse r ted , to continue the ana lys is . 
A vers ion of the cons t i tuen t has to be l e f t to 
capture other subparses, e .g . NP-INTERMEDIATE in 
Figure 4, that f i n i s h l a t e r . The subparse 
cons t i t uen t and i t s copied context are recorded in 
QUEUE (Figure 3) of the o r i g i n a l parent . The 
p r i s t i n e cons t i tuen t re ta ins po in ters t o i t s 
copies in the CONTINUE va r i ab le (Figures 3, 4 ) . 

Opt ional r u l e elements w i l l cause 
cons t i tuen ts to be set up to f o l l o w the 
a l t e r n a t i v e s . The ALTERNATE va r i ab le (see Figure 
3) po in ts to a cons t i tuen t that s p l i t s o f f in t h i s 
manner. 

ACTIVE and COUNT (Figure 3) record subparses. 
COUNT is the number of s t ruc tu res tha t could f i l l 
the parent s l o t . This number w i l l grow when 
op t iona l elements cause subparses to s p l i t . I t 
can also grow if in termediate cons t i tuen ts are 
created when an subordinate cons t i tuen t is 
completed. The count w i l l d imin ish when a 
subparse f a i l s , or is attached to a parent s l o t . 
When COUNT becomes 0 the QUEUEd cons t i tuen ts are 
examined and only those on s t i l l v a l i d parse paths 
are t r ansm i t t ed . 

If self-embedding occurs, we do not want to 
wai t u n t i l the t op - l eve l cons t i tuen t is completed, 
e .g . appraisal of NP-1 should not await the 
complet ion of NP-INTERMEDIATE, Figure 4. This 
impl ies that the delay mechanisms should be 
sens i t i ve to leve ls of sel f-embedding. The 
LEVELLERS var iab les (Figure 3) is used fo r t h i s . 
The i n i t i a l level contains only items i n i t i a t e d 
d i r e c t l y from a non-terminal category. Counting 
is only a f fec ted by cons t i tuen ts on the cur rent 
l e v e l ; self-embedded cons t i tuen ts are marked as 
being on the next l e v e l . When the f i r s t - l e v e l 
ob jects have a l l been accounted f o r , the count is 
reset w i th the next l e v e l ' s cons t i tuen ts and the 
process of a t tach ing and e l im ina t i on is i t e r a t e d . 

Figure 5: The r o l e of ephemeral parents 

COUNT only records s t ruc tu res tha t w i l l f i l l 
the non-terminal s l o t in the parent . However, 
w i t h i n those s t ruc tu res t ransmi t t ab le 
c o n s t i t u e n t s , the NP in Figure 5, may appear. For 

them ephemeral parents having the requi red 
count ing c a p a b i l i t i e s , are used. 

Ambiguous attachment of cons t i tuen ts cannot 
immediately be resolved as a spurious cons t i tuen ts 
could be invo lved; it w i l l be t rea ted when the 
attachee is passed f o r i n t e r p r e t a t i o n . 

IV CONCLUSION 

The features of the parser should al low it to 
perform e f f i c i e n t l y in the tex t understanding 
environment. However, f o l l o w i n g the f i nd ings of 
Slocum (1982), we need to be wary that 
implementation overhead does not outweigh 
t h e o r e t i c a l advantages. 
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