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ABSTRACT

A modified version of PHR~- resolution
comprising negative hyper-resolution and
paramodulation is introduced to reduce the
search of statements that contain transi-
tive relations.

Let R be a symbol of transitive
relation and let a nucleus contain the
literal tRp, and let a factor of an elec-
tron be of the form C V nt,Rt,.Moreover
let us suppose that tU = t,U, where U is a
simultaneous most general unifier for the
corresponding clash. Then the resolvent
of this clash contains the subclause
(C V pRty)U. This rule of deduction is
said to Be TPHR - rule.

It is shown that TPHR"- resolution is
complete. More precisely, it is shown that
the empty clause a can be deduced from a
set G of clauses which contains the axiom
of transitivity Tr for the relation R
by using PHR™- resolution iff can be
deduced from the set G-{Tr }by using
TPHR"- resolution.

The efficiency of the use of TPHR~-
rule is illustrated by examples.

l. INTRODUCTION

When using resolution method to prove
statements wilth transitive relations the
main difficulty is the usage of the axiom
of fransitivity, l.e. the clause
Tr = -1 xRyv 1yRzVxRz where R is a relation
s ol .

The inconvenience while working with
this clause is of two kinds. First, Tr
c#n be resclved with a great number ofR
"outgider” clauses. Second, the resolvents
contain a new variable y which is not in
connection with any other variable of the
clause to be resclved., Kote that 1f Tr
is applied several times then we have ﬁore
such new variables. So the number of ppg-
sible usage of resclution and paramcdula-
tion rules further grow resulting in an
uncontrollable growth of the number of
generated clauses,
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The possibility for the strategy of
positive hyper-resolution was shown in
L"3] to reduce the search to some extent.
Some further ideas on this subject can be
found in CI] In the present paper we
show how to avoid the explicit use of tran-
sitivity axiom within the strategy of neg-
ative hyper-resolution. This strategy is
chosen because it can be combined with
paramodulation as it is shown in C2] and
because each derivation of the empty
clause can be easily transformed into
direct proof of the statement in question
by using negative hyper-resolution
(cf. [4].

Recall that under negative hyper-
resolution strategy we divide the set of
all clauses into two parts: clauses of
nucleus (which contain one or more pos-
itive literals) and electrons (which
consist of only negative literals). Re-
solvents are always electrons.

The idea developed below is as fol-
lows. Let some electron clause C contain
literal t1 Rt2 This means that statement
t1Rt2 should Be proved. If a nucleus con-
tains a positive literal of the form
t1.,Rt" and U is the most general unifier
or the terms t1, and t' then the statement
(t'Rt2)U  might be proved instead of the
original one. Now we formally develop all
the constructions necessary.

2. TPHR™- RULE

First we formulate the so called PHR-
rule of resolution type which comprises
both negative hyper-resolution and para-
modulation. As usually, negative clauses
are electrons, all the rest are nucleus.
Factorization is allowed only for the
electrons.

Let DVL V...VL Vt,=p,V...Vt =p
be a nucleusi where D Eon&ists oﬂly of
negative literals. Let c,v ﬂm‘b,...,c v

r ’
_ M CpaV -'Mk-rl“:ll res s Copimy T ty!

be alectron factors and let a simulta-
neocusly most general unifier exist for
thie clash 1.e. there should exist such
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a substitution U that L. U=M U,...,

L U-Myu, tlU-t'U,....tEE-t'ﬁ.( Here = is
tﬁe symbol of ﬁraphic denEity.) Then
the resolvent of the above clash ie the

clause EDVClV...VCkVCk+lV‘1Mk+1(pﬂV...

VCyam¥ "My (P U

It ig shown in [2] that PHR-resoclu-
tion is complete for the first order cal-
culus with equality. Let us modify PHR-rule
as follows.

Definition 2.,l: Let R be the symbol of
a transitive relation and let the nuclieus
contain literal tRp and let the electron
factor have the form Cv 7 t,Rt, thereby
tU=t. U where U is a simulténe us most
gene}al unifier of the corresponding
clash. In this case the subclause

{CV 7pRt, ) U comprises the resclvent of
the clasK to be considered. This deriva-
tion rule is sald to be TPHR - rule,

3. COMPLETENESS OF TPHR=RESOLUTION

We show that TPHR-resclution is com-
plete for the first order logic with
equality, More precisely we show that for
a set G of clauses that contains the axiom
of transitivity (Tr_! for a relation R
the clause o is dergvable by the use of
PHR - resolution iff 0 is derivable from
G— {Tr_)} by the use of TPHR-resolutilon.
Note tﬁat the "only if" part of this sta-
tement is cbvious.

Definition 3.1: T-rule is the derivation
rule which permits to obtain the clause
tc VC2V "p Rij from the clauses C, V

t ﬁp y C % 1t2Rp  where U is thé most
gbnetal finifier’sof ¢, and t

2
Now we formulate the analogon of the
lifting lemma to the T-rule.

Lemma 3.2: If w is such a substitution
that t.w = t.w and U is the most general
unifie} of tﬁe terms t, and t. then the

clause Cl vV C subsames the
clause CiwvC. @ v A wap w. In other
word, thé regult of ﬁsin T-rule to two
given clauses subsume the result of using
T-rule to any instances of the two given
clauses.

Proof is obvious,

Vap,Rp

Note that if the starting set of the
clauses centailns axioms of functional
reflexivity which we always suppose
then lifting works for paramodulation as
well. So the investigation can be re-
stricted to the ground case.

Let G be a saet of clauses and let us
suppose that some clause C can be derived
from G by the use of PHR -~ resolution,l.e.

G 5EE'C . We represent this derivation

in a tree form where the root is C, the
leaves are inatances of starting electrons.
To each node of the tree a nucleus and
usage of PHR -~ rule correspcond, i.e. to
each node so0 many arrows go in as many the
nunber of the electrons existing in the
corresponding c¢lash are. From each node
one arrow goes cut, This tree is sald to
be the derivation tree of clause C. It i1s
clear that the axiom of transitivity Tr

1s a nucleus, i.e, to the resolution wigh
Tr.,, such a node corresponds in the deri-
va%ion tree, where one arrow goes in
{since Tr, contains a unique positive 1i-
terall).

Let leaf D of the derivation tree
contain literal=st., R t,, to the off-
springs of which tﬁe axzom of transitivity
is applied n times ti.e, the path in the
derivation tree from D to the root goes
through n nodes corresponding to Tr_1}.

Let us substitute literal 9 tl R t., with
the clause -7t Rxl W —1x1Rx Vs %

= x Rt., wheré X7 p sax §X_Tare new varia-
bleg, gnd from tﬁe path fPom D to the root
let us eliminate n nodes corresponding to
the usage of Tr_ to the offsprings of

the literal t RE,.

It is obvious that the tree obtalned
after such reconstruction 1s still a
derivation tree for the clause C.

Let us do the aboves for each such
leaf ©f the tree that contains literal to
the offsprings teo which the axliom of tran-
sitivity has been applied. Let L. be a
family of leaves of the reconstrgcted tree,
Some of the leaves contain clauses of the
length of the transitive part. It is
obvious that the reconstructed tree does

not contain nodes corresponding to Tr_.This
corresponds to the fact that rescluticn
with nucleus Tr_ can be lifted up,i.e. it
can be done in §he beginning.Thus we have

Lemma 3.3: Let G be a set of clauses,
T be a derivation tree of the clause C
from G, L be the set of leaves of T, L’
that of the reconstructed tree T', Then
L’k—ﬁ—-c and the corresponding tree T'
doeg ﬁBt contain nodes correspeonding to

TIR.

Now we are ready to prove the main

Theorem 3.4:;If G- O then G~ [Tr_}

PHR RYTEER"
Proof: Let T be a derivation traee of the
clause C from G and let T' be a reconstruc-—
ted ground tree of derivation of C. We show
how T' can be transformed into the deriva-
tion tree by the use of TPHR-resclution so
that the leaves of the new tree become
instances of the starting clauses,i.e.

they should not contain transitive parts.



The proof of the possibility to do
such transformation is done by induction

on the sum 5({T’t of the length ¢f trans-
itive parts of the leaves,
Base of induction: S(T') = 0, i.e. tree

T has not contained resolutlon with TrR.
This case is trivial.

Induction step: Let S{T')>»0 and for all
trees T with 5(T)<S(T’'} let us suppose
that the possibility of the transformation
is proved., Since 5(T’!) > © then there exlsts
such a ieaf D in T’ the length of the
transitive part of which is greater than
0. Let this leaf be of the form
D=D1V 1thslV'151R$2V...V Wsnth.
Let us consider the path P from D
to the root of the tree, The following
two cases are possible:

Case 1. On the path P literal 7 t.Rs
has been resclved earlier than =s,Rs,.Le
literal t_Rs, be resolvedlpossibiy after
having use& p&ramodulation several times
for the term t,) in the node N with the cor-
responding litdral t’Rs of the nucleus,
where term t’ is the result obtained after
making all p&ssible paramcdulations in t,.

Let us substitute leaf D in T' by
the clause Dlv1s RS, V...Vas_Rt,. We get
tree 7! . It is dbvious thal L?TP»—ﬁﬁ_C ’
where & subsumes C, Indeed, all™p ssibie
paramodﬁlationsfor t, should be done
together with the re&olution in the node

N.

Moreover ST!) < S(T" . Thus according
to the inductive hypothesis T! can be
transformed into the deriwvatibn tree
T, of clause ¢! with TPHR - resclution
wﬁile cr subsuﬁes C,. But the starting
set of élauses for } contains the clause
D V-1ist together &ith D, vl &t R tz.
NOw we suﬁstitute leaf D iﬁ T' by the
clause Dl V"ltl R tz.

Let us execute all possible resclu-
tions and paramodulations connected with
literals from D. and "s Rs_,...78_Rt
in T'. In node ﬁ instea& o? PHR'—nruie let
us use TPHR-rule. Then obviocusly literal
A tl R t2 18 substituted by literal
ey R t,,. The derivation T! will be a
derlvatian of the clause which subsumes
D,V 18 th. Moreover S(T!1<S5(T’} ., Thus
TJ can be“transformed intg tree T, of the
aérivation with TPHR - resolution“cf the
clause which subgumes DlV1s Rt.. Let us
subgtitute all starting oec&reﬁces of
D.Vis th in T, by the tree T,. Obviously
tﬁe t}ee thus oﬁtained is the Eequired

one.

Case 2. On the considered path
literal = 8 Rsz has been resolved earlier
than -1 tlkal. Let is32 be resolved
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with slns' in some node N. Then literal
“t!Rs wa% resclved with literal tiRsi in
thé n&de N’. On the path from N to N' let
the paramodulatiocns be executed from lit-
erale p, = Geveer P = into the term
s, such that s! is the reEult of these
péramodulation;. Let the paramcdulations
be executed in the nodes N.,..., N in the
respective order from lef% to right, il.e,
the occurence of the left part of the
equivalence 1s substituted by the right
one,

Now let us substitute leaf D in T’
by the clause D,V ﬂSiRSZV...V 18 _Rt,.

Let us execute all possible para-
modulations in T’ connected with term t
and do the resclution in the nodes N an&
N'. Then on the path from N to N’ let us
inverse the order cof paramcdulations, i.e.
the order of ncdes become as follows Nk'
«s2¢N. . Simultanecusly the "direction”™ of
each baramodulation is also changed, i.e.
now they are executed from right to left.
Let us use these paramodulations to the
term s! of literal <" sfRs,. Obviously we
get li{eral'1s Rs, . +heﬁ in the node N’
we execute resélu%ion with the nucleus
having been earlier in N. The tree thus
obtained is a derivation of the clause
which subsumes clause C.

Moreover S5{T!}<S5(T), Thus T’ can be
transformed intot}ee T,, which is a
derivation by the use &f TPHR - resolution
of the clause which subsumes C. But the
clause D,V1s,Rs; while not being a start-
ing one &ccu}s as a leaf in Tl.

The rest is analogous with case 1.

Now we illustrate the efficiency of
using TPHR-rule by examples.

4. EXAMPLES

4,1. Let us take a topological theorem with
all its necessary definitions as shown
below,

"Let E be a set. Let E be a metric space,
Definition 1: Let X,¥Y he sets. ¥ is a

subset of X 1ff every element of Y isg an
element of X too.

Definition 2:Let X be a subset of E. X is
open in E 1ff for any point z of X there
exists an open sphere included in X, with
tha center in =z,

Definition 3: Let z be a point of E and
let A be a set, A is the nelghpbourhecod

of z iff A is a subset of E and there
exists a set ¥ which is open in E

Bo that z is a point of ¥ and ¥ 1s included
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in A,
Each subset of a set is a set,

Theorem: Let A be a subset of E. Then A

is open in E iff A is a neighbourhood of
every point of A."

From this text the following set of
clauses can be obtained

1. *xXRy V “yRz V xRz

2, SSiA,E}

3. "PIx,A)V P(x, £,(x}

4. IP(LAIV £, (X) RE

5.7185A,E\V Pllz LA

6.SS(A,E)v105(9,2} v 1VvRA

7o VPIX,AYV Pz, Eouxh V OS{f.(x,2), 2
8. "P(x,A}Vv 'tP[z,fltxu v fztx,EJR fquJ

where v,c,y,z are variable symbols, A,E,
z are constant symbols, f,, f2 are
Skolem functions, R, SS, P, OS are
binary relation symbols. The latters are
of the following meaning

R(x,y) stands for x is included in y
SSIAE) stands for "A is a subset of E"
P(x,A) stands for "x is a point of A"
OS(v,x) stands for "v is an open sphere
with center in x".

Due to transitivity of relation R we use
the infix notation, i.e. we write xRy
instead of R(x,y).

In order to prove the theorem the strategy
of negative hyper-resolution has been
applied for. while this done three levels
of possible resolvents have been obtained
(see Table 1).

Table 1
T T
MO M N - £
cHEEEEE 1t
resu

sHgl 4542

% I -1 { S =1 -V ] oo
9| 6,4 |vef 355 lA,E)V'rOS(flb{}zo}V

AP(x,A)
I{lo0] 6,7 24-20 1SS(A,EIVIP(X,M V
vV o« RACHTR IR
fzbt'zé 2f,(x,z_) RA
11§} 9,5 Xezg 88 (A,E}V 105 Lfl(zol ,ZOJ

12110,3x «z_|1SS{A,E}V'P(z_,A)V
Il ° tf.(z_,2 IRJD\Q'r

131}10,5|x+ z wss(A,E)vm(zo,fl(anv
‘Ifz[zo,zol RA

14 (12,5 1SS(A,E}V‘1£2(z°,z°) RA

FrIjls|13,3 1SS (A, E) V1P (z_,A)V

“lfz(zo,zoj RA

Note that due to unforeseen circumstances
nucleus 1 did not participate in the
deduction.

LiterallSS (AE) is present in all
clauses, but resolution with nucleus 2
eliminates it. So having obtained re-
solvent (TSS(A,E)} the proof seeking
process is considered to be successfully
terminated.

Note that clause 15 is subsumed by
clause 14

Having noticed that no further pos-
sibilities for resolution are available
nucleus 1 was called into the process
and the deduction went on. Namely, the
number of resolvents of level n+3 was
of n! The empty clause D was obtained at
the eighth level.

Yet if we go on with the deduction
by using TPHR-rule we obtain the re-
solvents presented in Table la, which is
the continuation of Table 1.

Table la.

!
Iv.!16]14,8 X2 TSSIAE)VAP(z_ MV !
x._zo1P(zo,f1(zo}J \.i’-afl iz BA |

17]16,3 |x—2 1SS(A,EJV1P(z°A)V
~f. (2 ) RA

o| 78S (A,ElviPiz _AlV
-LP,;zD,fltzou
19{16,5{x~z | 155 A,E V Pz ,f
"IP{ZO,fl(ZdJ

V. [1811l6,4 |x~2

1 lZOH v

20|17,4 Rz '1SS(A,E)V'1PLZO,A)
21117,5

155(A,E1v o fl{zoi RA

VI.[22]18,3 [x =2 ‘1SSIA,EJV1P{ZOAJ
Z3(18,5 VSS(A,EIVP(z, £ 12))
24119,3 X -2 1SS{A,E)V ﬂfltzolRA
25(19,4 |x -z '*-SSU\,E}V_*HP[ZO,A}V
'!P(zo,fltzon

VII|26|2C,12 35S (ALE)

It is evident that the hereby described
deduction is much simpler than that within

which nucleus 1 i.e. the transitivity
axiom of relation R is used.

4.2. Let us now take a theorem from the
field of commutative rings having the
following text.

"Let R be a commutative ring with unit
element. Let a,b€R. The ideal generated
by the element a is denoted as a.R. Let
xea.R iff alx (where a|x means that a
divides x, i.e. azx=a.z. Here -« is the
binary operation of multiplying in the
ring R.



Product of ideals a.R and b.R is a
set denoted as {(a.,R)jo (b.R) such that
Xxej@a,Riob,R) 1ff Hugvix = u.vAue a.R A
veb,RI
Intersection of ideals a.Rnb.R has the
usual set~theoretic meaning.

Theorem: a.R} o (b.R}=a.R 00 b.,R"

From the above text we have the
following set of clauses.

l. 7/a.Rjo(b,R) #a.R N b.R

2, 1 Xx=y.z vylx

J. 0o x=y.Z VZIX

4. 1¥Y|x VXey.R

5. 1xey.RV ¥vix

6. X ¢ AV AWSB

7. T e BYvASDB

8., " xXeA v1X ¢ BV XcANB

9, 7z ¢« ta,RlO(b. R}V z = fl(z). fz(z)
10, "z ¢ a.R)O{b.RIVvi{z}ea.R

11, vz ¢(a,RI0B.RIVEi{z)eb.R

where a,b,R,x_are constant symbols
and fl.,f2 are Skolem functions.

Here 1 is the unigque electron while
the other clauses (2-11) form the nucleus,

Note that the binary relation symbol
| is transitive, though the axiom
claiming this property is absent.

The proof of the theorem, i.e. the deduc-
tion of o by the use of TPHR-rule con-
sists of 79 resolvents ( including subsu-
mation ).

The derivation tree containing only the
necessary resolvents is shown on Fig.l.

However if the transitivity axiom of
| is attached to the above set of
clauses the number of resolvents will be
more than 100 (including subsumation)on
the seventh level already.
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