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Abstract 

The study of relevance has gained considerable 
attent ion recently in areas as diverse as ma­
chine learning and knowledge representation. 
In this paper, we focus on one particular area, 
namely relevance in the context of logical the­
ories. We are interested in answering questions 
like: when is a sentence (or theory) relevant 
to a set of propositions, or, when is one set 
of propositions relevant to another given some 
background theory? The answers are given se-
mantical ly in terms of a logic of belief and syn­
tactically in terms of prime implicates. Fur­
thermore, rather than merely adding yet an­
other set of definitions of relevance to the many 
that already exist, we also show close connec­
tions to two others that were recently proposed, 
thus point ing to some common ground at least 
as far as logical relevance is concerned. 

1 Introduction 
The study of relevance has gained considerable atten­
t ion recently in areas as diverse as machine learning and 
knowledge representation [GS94]. In this paper, we focus 
on one particular area, namely relevance in the context 
of proposit ional logical theories. We are interested in 
answering questions like: when is a sentence (or theory) 
relevant to a set of propositions, or, when is one set of 
propositions relevant to another given some background 
theory? 

In order to get a better feel for what we are get­
t ing at, let us consider the following example adapted 
f rom [DP94]. 

a = ( r a i n O wet) A ( s p r i n k l e r j o n D wet). 

Here r a i n , wet, and s p r i n k l e r j o n stand for the proposi­
tions "it rains", "the ground is wet", and ''the sprinkler 
is on", respectively, a clearly seems to tell us some­
th ing relevant about the proposition r a i n (as well as 

s p r i n k l e r j o n and wet). On the other hand, a seems ir­
relevant to anything else like Jack_is_happy. When we 
look a l i t t le closer, not everything ex conveys is relevant 
to r a i n because the sentence contains the extraneous 
information ( s p r i n k l e r j o n ) wet) . On the other hand, 
everything a tells us is about the ground being wet and, 
hence, we want to call a strictly relevant to wet. 

It also makes sense to talk about relevance between 
propositions relative to a background theory. For exam­
ple, given a, r a i n should count as relevant to wet since 
the latter is true whenever the former is. On the other 
hand, there really is no connection between r a i n and 
s p r i n k l e r j o n , since they are either forced to both be 
false by some other condition (the ground is not wet) or 
their t ru th values can vary independently of each other. 
Therefore, r a i n and s p r i n k l e r j o n are not relevant to 
each other given a. 

If we view relevance wi th regard to what a sen­
tence (or theory) tells us about the wor ld, as is done 
in this paper, then logically equivalent formulations 
should not change the relevance relation. For exam­
ple, given a ' = ( r a i n D wet) A r a i n , r a i n and wet are 
not considered relevant to each other, since a' is logi­
cally equivalent to (wet A r a i n ) . In this respect, our 
approach is quite different f rom work such as [SG87; 
LFS94], where relevance has a distinct syntactic flavor. 
There, r a i n is viewed as relevant to wet since r a i n is 
used in the syntactic derivation of wet. 

The formalization of logical relevance chosen in this 
paper is based on a logic of belief developed ear­
lier [Lak92], which allows us to express that a sentence is 
believed about a set of proposition (also called the subject 
matter) and, more important ly, that a sentence is all that 
is known1 about a subject matter (only-knowing-about 
for short). W i t h these concepts we say that a sentence a 
is relevant to p just in case it is impossible to know noth­
ing about p assuming a is all that is known. Going back 
to our in i t ia l example, a is then found to be relevant 
to r a i n because knowing only a implies that we know 

1For the purpose of this paper the distinction between 
knowledge and belief is irrelevant. 
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something nontr iv ia l about r a i n , namely ( r a i n _ wet). 
Note the importance of assuming that only a is believed 
and nothing else. For if we merely require a to be be­
lieved, we do not rule out believing wet as well, in which 
case wet reduces to wet and all relevance to r a i n 
disappears. 

Given a logic of only-knowing-about, it is perhaps not 
surprising that we are able to express this form of rele­
vance in such a direct manner, since the logic has a bui l t -
in pr imi t ive notion of relevance in the sense of aboutness. 
It is perhaps more interesting that this pr imi t ive notion 
suffices to provide a reasonable semantics to other vari­
eties of relevance as well. For instance, r a i n is relevant 
to wet relative to a because what is known about r a i n , 
viewed as a sentence, is relevant to wet. 

Besides defining various forms of relevance sernan-
t ical ly in terms of only-knowing-about, we also pro­
vide syntactic characterizations in terms of prime im­
plicates in each case. Furthermore, rather than merely 
adding yet another set of definitions of relevance to the 
many that already exist, we also show close connec­
tions to two others that were recently proposed [DP94; 
LR94], thus point ing to some common ground at least 
as far as logical relevance is concerned. 

The rest of the paper is organized as follows. In Sec­
t ion 2, we define the semantics of only-knowing-about, 
which is a variant of the semantics presented in [Lak92]. 
Section 3 contains our various definitions of relevance 
using the logic of the previous section. In Sections 4 
and 5, we compare our work to that of Darwiche and 
Pearl on the one hand and L in and Reiter on the other. 
We end the paper w i t h a summary and some concluding 
remarks. 

2 The Logic of Only-Knowing-About 

The logic of only-knowing-about, which was origi­
nally introduced in [Lak92], extends earlier work by 
Levesque [Lev90], who formalized what it means to 
only know a sentence, which can be thought of as 
the limit-case of only-knowing-about, where the subject 
matter includes everything the agent has any informa­
t ion about. The semantic framework for all these in­
vestigations is possible-world semantics 
HM92]. 

2.1 From Only-Knowing to 
Only-Knowing-About 

Before introducing the semantics for "al l the agent knows 
about x is y," we start out w i th the simpler case of 
Levesque's only-knowing. There an agent knows a sen­
tence a, denoted as L a , just in case a is true in all the 
worlds which the agent thinks are possible (or accessi­
ble). The reader should th ink of a world simply as a 
t ru th assignment for the atomic propositions. (Formal 
definitions are deferred to Section 2.3 below.) To define 
only-knowing, Levesque considers another modal i ty N, 

where Na means that a is true in al l the impossible (or 
inaccessible) worlds.2 Whi le is best understood as 
"the agent knows at least that is t rue," Na should be 
read as "the agent knows at most " W i t h that only-
knowing , denoted as , reduces to knowing at least 

and at most , that is, holds just in case both 
and hold. 

Let us now consider how to extend these ideas to in­
clude a subject matter. Since we confine ourselves to 
propositional logic, we define a subject matter as a 
finite set of atomic propositions. For each such we 
introduce new modal operators and , 
where 4 , is read as "the agent knows at least about 

," as "the agent knows at most that _. is false 
about ..," and as "al l the agent knows about 
is " As in the case of only-knowing, can be 
viewed as shorthand for 

As for the semantics of these modalit ies, suppose the 
beliefs of the agent are given by the set of worlds M the 
agent thinks possible. To find out what the agent knows 
about we construct a set of worlds which, in tu­
it ively, represents what the agent knows after forgett ing 
everything that is not relevant to W i t h that the oper­
ators and are interpreted just like L , N , 
and O except that we are using instead of M. For 
example, an agent believes a about p a t a set of worlds 
M just in case she believes a at 

The logic is a slight variant of the one presented 
in [Lak92j. In part icular, we ignore nested modalit ies, 
which are not essential for our purposes. The operators 

and were not used in the previous version of 
the logic. 

2.2 The Language and Other Notat ion 
The primit ives of the language are a countably infinite 
set V of atomic propositions (or atoms), the connectives 

and the modal operators L , N , 0 , , and 
for every every finite set of atomic propositions 

w i th the restriction that none of the modal opera­
tors occurs w i th in the scope of another modal opera­
tor. Sentences are formed in the usual way f rom these 
primit ives.3 

N o t a t i o n : As usual, literals are either atoms or negated 
atoms and clauses are disjunctions of l i terals. We write 
f a l s e as an abbreviation for , where p is some 
atom, and t r u e for -" false. Given an atomic proposi­
t ion p and and a clause c, we say that c mentions p just 
in case either p or . occurs in c. 

It is often convenient to identify a clause w i th the set 
of literals occurring in the clause. A clause c is contained 
in a clause c' if every l i teral in c occurs in c'. 

2Note that here impossible does not mean that these 
worlds are logically impossible. They are merely incompati­
ble with the agent's knowledge. 

3We will freely use other connectives like and 
which should be understood as syntactic abbreviations of the 
usual kind. 
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6 Conclusion 
In this paper we proposed various definitions of relevance 
wi th in a logic of only-knowing-about. We showed that 
the semantic definitions have simple characterizations 
in terms of prime implicates. Furthermore, we demon­
strated t ight connections between our work and that of 
Darwiche and Pearl on the one hand and Lin and Reiter 
on the other. Whi le all three approaches evolved inde­
pendently w i th different motivations in mind, this pa­
per suggests that there is common ground among them. 
However, more work is needed to map out their exact 
relationships. 

In future work, our investigations of logical relevance 
should be extended to the first-order case, which would 
require a first-order version of the logic of only-knowing-
about. This would allow an even better comparison wi th 
LR's work, which is already first-order. Judging from 
LR's experience, though, there may well be nasty sur­
prises along the way. For example, the result of for­
gett ing a predicate the LR way is not always first-order 
representable. 
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