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Abstract

We introduce (1) a novel stochavic inversion trans
duction grammar formalism for bilingual language
modeling of sentence-pairs and (2) the concept
of bilingual parsing with potential application to
a variety of parallel corpus analysis problems The
formalism combines three tactics against the con
straints that render finite-state transducers less use-
ful it skips directly to a context-free rather than
finite-state base it permits a minimal extra degree
of ordering flexibility and its probabilistic formula
tion admits an efficient maximum-likelihood bilin
gual parsing algorithm A convenient normal form
is shown to exist and we discuss a number of exam
pies ot how stochastic inversion transduction gram-
mars bring bilingual constraints to bear upon prob
lemalic corpus analysis tasks

1 Introduction

We introduce a general formalism for modeling of bilingual
sentence pairs known as an inversion transduction grammar
with potential application in a variety of corpus analysis areas
Transducer models especially of the finite state family have
long been known However finite-stale transducers impose
identical ordering constraints upon both streams confining
their applicability to NLP tasks to narrowly restricted do
mams outside of which transduction has received relatively
little attention The inversion transduction grammar formal-
ism skips directly to a context free rather than finite state base
and permits one extra degree ot ordering flexibility while re-
tainingproperties necessary for efficient computation thereby
sidestepping the limitations of traditional transducers

In tandem with the concept of bilingual language model
ing we propose the concept of bilingual parsing wheTe the
input is a sentence pair rather than a sentence Though inver-
sion transduction grammars remain inadequate as full fledged
translation models bilingual parsing with simple inversion
transduction grammars turns out to be very useful for parallel
corpus analysis when the true grammar is not fully known
Parallel bilingual corpora have been shown to provide a rich
source of constraints for statistical analysis (e g Brown et al
1990 Gale & Church 1991 Gale et al 1992 Church 1993
Brown et at 1993 Dagan et al 1993 Fung & Church 1994,
Wu & Xia 1994 Fung & McKeown 1994) The primary pur-
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pose of bilingual parsing with inversion transduction gram
mars is not to flag ungrammalical inputs rather the aim is to
extract structure from the input data which is assumed lo be
grammatical in kindred spirit with robust parsing Sample
applications lo segmenialion bracketing phrasal alignment
and parsing are surveyed later in this paper The formal-
ism s uniform integration of various types of bracketing and
alignment constraints is one of its cruel strengths

We begin below by laying out the basic lormalism then
show that reduction to a normal form is possible Afterwards
we introduce a siochaslic version and give an algonlhm tor
finding the optimal bilingual parse ot a sentence-pair The
formalism is independent of the languages we give exam
pies and applications using Chinese and English because lan
guages from different families provide a more rigorous testing
ground

2 Inversion Transduction Grammars

As a stepping stone to inversion transduction grammarss
we first consider what a symmetric context free transduction
grammar (CFTG) would look like The utility of finite-state
transducers is well-known for narrow tasks such as nominal
number and temporal phrase normalization text to-speech
conversion and analysis ot inflectional morphology (Gazdar
& Mellish 1989) but tor general corpus analysis FSTs are
inadequate

By transduction we mean that two output streams aregener
ated one for each language (Transducers arc often presented
as having one input and one output stream but this view
works better tor deterministic finite-state machines than for
the non-deterministic models we are using here Moreover
for our application the two languages role is symmetric )
In a CFTG every terminal symbol is marked for a partic-
ular output stream Thus each rewrite rule emits not one
but two streams For example a rewrite rule ot the torm
4 — Bx\VJT Z\ means that the terminal symbols x and z are
symbols of the language L\ emitted on stream 1 while y is
a symbol of the language L, emitted on stream 2 It follows
that every nonterminal stands for a class ofderivable substring
pairs

We can use a CFTG to model the generation of bilingual
sentence pairs As a mnemonic convention we usually use the
alternative notation 4 —« B x/y C z/t to associate matching
output tokens Though this additional information has no
formal generative effect it reminds us that x// must be a



faj S — [SP Stop]
SP — [NPVP]|[NPVV]|[NPV]
PP —  [Prep NP]
NP — [DetNN]|[DetN] | [Pro] | [NP Conj NP
NN — [AN]|[NNPP]
VP —  [Aux VP]|{Aux VV]|{VV PP
VvV — [VNP]|[CopA]
Det — the/r
Prep — o/
Pro — U |you/th
N —~  authority /¥ | wecretary/a)
A — atcountable/81 % | financial/ MRy
Conp —  and/0
Aux  —  will/i§®
Cop — ek
Stop — /

fb) WP — (VVPP)

Figure 1 (a) A context free transducnion grammar (£) An

inveried-orientation production

valid entry 1o the translation lexacon We call a matched
termingl wymbol pair such as r/y a couple The null symbol
¢ means thal no output token 1 gencrated We call 7 /¢ an
Ly singleton and e /y an L, singieton

Consider the simple context free transduclion grammar
tragment shown in Figure 1{a) (It will become apparent
below why we exphaitly include brackets around right-hand
sides cuntaming nonterminals which are usually omitted wath
standard CFGs } The transduction prammar can penerate for
instance the following pair of English and Chinese sentences
in transldation

(1) a |[|[The [Financial Secretaryjyn Inp and [Inp Ine
[will [be acountable]yy, Jyp lwp £ 1y
b [[[[{B& 7 n Ine 30 [N I (B [EE vy v
Ise /1y
Nole that each nonterminal derives two substnings one 1n
each language The Lwo substrings are counterparts of each
other In fact it 1s natural (o wnite the parse trees together

(2)  [[[[The/e |Financial/Btd Secretary/s) |nw Ine and/#
[ e Inp W73 H [be/e accountable/ B S vy Jar

Isp fo s

Of course 1n general context-tree transduclion grammars
are not very useful precisely because they require the two
languages 10 share exactly the same grammatcal structure
{modulo those distinctions that can be handled with [exical
singletons)  For example the following sentence pawr from
our corpus cannot be penerated
(3) a The Authonty will be accountable 1o the Financidl

Secrelary
b WM AT AR

To make transduction grammars truly useful tor bilinguai
tasks we must escape the ngid parallel ordering constraint ot
context-free ransduction grammars At the same tume any
relaxation of constraints must be traded off aganst increases
1n the computauonal complexaty of parsing which may eas
ily become exponennal The key 15 to make the relaxation

relatively modest but sull handle a wide range of ordering
varialons

The inversion transduction grammar (ITG} formalism only
minimally extends the gencraine power of a context tree
transduction grammar * yet turns out 1o be surprisingly effec
tive The productions ol an wnversion transduction grammar
dare interpreted just as in a context-free transduchion gram
mdr ¢x¢€pt that .wo possible onenralions are allowed Pure
context free transduction grammars have the umpheil charac-
teristic thal far both outpul sireams  the svmbols generated
by the nght-hand side constituents ot a production are on
catendled in the same left o nght order Inversion transduc
uon grammars alvo allow such productions which are s ud
to have strarght onentation  In addition however inversion
transduchion grammars allow productions with un crted on
emation which generate output for siream 2 by emitung the
constituents on o production s right-hand side 1o sreht fo left
order We (ndicate a production « orientahon with explit
nolation lor the twao vanzties of concatenation operators on
string pairs - The operator [] perforins (he  usual  parrwise
concatenation so that [ 17] yields the string pair (¢ ¢ )
where ( | = 4,8, and ( , = 1,43, But the eperalor {)
concdicnadtes Consutuents on outpul stream 1 while reversing
them on sireamn 2«0 that ¢ 1= 1|n_'| but ¢ » = I3/ 1, Since
mversion 1s permitted al any level of rule expansion a deriva
ton may inlermix productions of either orientation within the
parsc tree Forexample 1f the inverted ertentation production
of Figure 1{b) 1x added v the earlier context free ranwduction
grammur sentence par (3} can then be generated as tollows

(4) a2 ||[The Authorv]y [will |jbe acountable]yy lio
ithe |[Financial Secretary[sn Innn Ive Ii Jve Jw
lwe £ |y

b [(|BFER N (W (0 [[IMB TN I D T
BRIy Tve lve lp £

We can show the common structure of the two sentences
more clearly and compactly with the wid of the {} notation

(5)  [[IThe/t Authory/B 2R g [will/¥E®  ([be/
accountable/8 & |y [todlE]  the/r  [IFinancial/ B

Secretary/S T I INe o Syt vk Iop /0 IS

Alternatively 4 graphical parse tree notation 1s shown i Fig
ure 2 where the () level ol brackeung 1v indicaled by a hor
1izenlal hne  The English 1s read in the usual depth hirst lef
to ngh' order bul for the Chinese 4 honzontal line means the
right subtree 1« traversed before the letl

Parsing mnthecase ofanITG means butlding matched con
statuents for input sentence pairs rather than sentences  This
mcdns that the adjdacency constrainls piven by the nested lev
els nusl be obeyed in the bracketings ot both languages The
resull ul the parse yields labelled bracketings lor both sen
tences an well as o bracket ahignment indicating the parallel
canstituents between the sentences  The constiluent align
ment 1ncludes a word alitniment as a byproduct

YThe expressiveness of CFTGy 1 cquavalent o pushdown (rins
ducersiSavitch [982) TTGs arc of gre verexpressivencss and can b
seen in lerms of syntaa drec led ransduc tonil ewis & Steams [968)
but this view 14 Loo gencral lo be of much help Also nole that parsing
15 bilingual with ITGs whercas (he pushdown and synlax direcied
transduction frameworks arc designed 1or monolingual parsing 1n
Wndem with generation
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Figure 2 Inversion transduction parse tree

Clearly the nonterminals of an ITG must be chosen in a
somewhat different manner than for a monolingual grammar
since they must simultaneously account for syntactic patterns
of both languages Moreover certain phenomena with under-
lying structure that is not context-free—particularly ellipsis
and coordination—fall outside the expressiveness of ITGs if
the surface structures of the two languages do not parallel
each other Nevertheless, a wide range of ordering variation
between ihe languages can be accommodaled by appropriate
decomposition of productions (and thus constituents) in con-
juction with introductionot new auxiliary nonterminals where
needed In fact ITGs, can generate all 14 possible alignments
between subsequences of length 3 and 207 out of the 209
possible alignments between length 4 subsequences 2 Messy
alignments such as that in Figure 3 can be handled by inter-
leaving orientations

6) [{{Where/AB#E 1v/fi) [[the/c (Secrelary/H]
Finance/Et ]} | (when/Bf needed/f R E)]) 7]

We stress again that the primary purpose of ITGs is robust
analysis rather than grammatically determination and there-
fore writing grammars is made much easier since the gram
mars can be minimal and very leaky We consider elsewhere
an extreme special case of leaky ITGs inversion imariant
transduction grammars in which all productions occur with
both orientations (Wu 1995a) As the applications below
demonstrate the bilingual lexical constraints carry greater
importance than the tightness of the grammar

[of/c

2See also Section 7 The analysis ofordenng flexibility is omitted
for space reasons but is given elsewhere (Wu 1995b)
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3 A Normal Form for ITGs

We show here that every 1nversion transduction graminar c4n
be expressed as an equivalent grammar in a normal torm that
simplihes algonthms and analyses on ITGs In particular
the parsing algorithm of the next section operates on ITGs 1n
normal form The lemmas proots are omutted

Lemma 1 For am imeersion fransduction grammar (« there
exisis an equovalent imversion transduc tion grammar (' v here
T(GY = £(6*) such thar

I Fee I (GYande € (7] then &' contams a vingle
production of the form ' — /¢ nhen ' 1s the stort
symbol of G’ and does not appear on the night hand wde
of any production of (7'

2 else &' comtarns no productions of the form 4 — ¢ /¢

Lemma 2 For gny imeruon transduction grammar (- there
extsiv an cqutvalent imersion transdue tion grammar (' where
T(G) =T DGy = T(G') such thar the night hand side
af anv produc tron of (' contains etther a smgle termunal pair
or a vt of nonterminals

Lemma 3 For any imersion transduction grammar (. there
exists an equivalent inversion transduction grammar (' where
G ) = T((") such that (7 does not conigin any productions
of the form A — B

Theorem 1 For any inversion transduction grammar G there
exisis an equivalent inverston transduction grammar G’ n
which every production takes one of the following forms

Y o e 4 — =xfe A — [B(]

A — rjly A4 — €y A — (B(C)



Where i1 the

of Finance

when needed ’

e P2 Al ARE

By 1 B ?

Figure 3 A permiswible complex alignment

Proof By Lemmas | 2 and 3 we mav assume ¢ contains
only productions of the form & — o/t 1 —a/y 4 = 1fc
*i—’f/U _1_[B]H_J] ‘dnd—'(HlB) ]_[Hl B,,]
and 1 — () R,) where # > 3 Include in (¢ all pro-
ducuocns of the first six types  The remaining two types are
translormed as follows

For each producton of the form 4 — [B;,  #4,] we in
troduce new nonterminals \, A~ o order (o replace
the production with the set ol tules 1 — [A \,] vy —
[H_! \.'] \n—i - [lr-;u—_’ \n— ’] \rr—_ - [-Un—]_Hn]
Let (f ) be anv stning-par denvable trom t —
(2, 1},] where } ivoutputonstream | and ( on stream 2
Dehne £* as the substring of ! denved trom 4, and wimularly
define ( * Then %, generates (£'*!  E" ("1 ( Mifor
all 1 ~ + ~ 7t ~othe new production | — [#; \1] 1lso gen-
ceates [ F ¢ ) No addibional string paws are generated due
Lo the new productions {since cach Y, 15 onlvy reachable from
\,_;and %y 15 only reachable from 1)

For cach production of the form 4 — (H,  H,; wcre-
place the prodoction with thesetobrales V — By vy Y —

{H \J} \”-;— (nn_r\"_1> \”_l—'{f‘”_]ll*”)
let (F ¢) be any «tring-pair derrvable from 1 —
(M B} where L 15 output on stream | and ¢ on stream

2 Agandetine L7 and ¢ * s the substrings denived from the
B, butinthiscase ({ ¢ )= (L' L™ (" (") Then
Y, penerates (Fr¥0 et Dorall b < oo
so the new production 1 — {3} } also generates (7 ()
Again no addiional stning pairs afe generated due 0 the new
productions O

Hencetorth all iransduction grammars will be assumed Lo
be m normal form

4 Stochastic Inversion Transduction
Grammars

In a siochastic ITG (SITG) a probability 1+ associated with

each rewnite rule  For example the probability of the rule

NN 1 [AN]1s ann—[aN = (M1 The probatility ol a lexicdl

rule A "5 2/y s ia(e v) = 0001 Le V1, W be the
vocabulary sizes of the two languages and A be the ser of
nontermunals with indices 1 vV Thenforevery 1 €1 £
\ the production probabilities are subject 1o the constraint

that
Z (0i—pa+ k) + Z b{r y)=1

1y kSN 1< r<W,
- loysW,

We now introduce an algorithm for parsing with stochas
tic ITGs that computes an optimal parse given 4 Senlence-

parr using dynamic programmung (DP) In tilingual parseng
Just as with ordinary monolingual parsing probamhizing the
grammar permits ambiguities o be tesolved by choosing the
maximum likelithood parse  Qur algorithm 1s similar in spant
10 the recogmtion algorithm tor HMMs (Viterbi 1967} and 10
chut parsers (Larley 1970)

Let the input Enghsh sentence be g er and the
correspanding input { hinese sentence he ¢ o Al
4n dbbreviaion we wiite €,  for the sequence of words
€ 41 By e; and winularly tor ¢, , It s comement
o use a 4-tuple of the torm ¢ = (~ ¢ u ¢ ] 1o 1Wlentaty each
node of the parse tree where the substrings e ; and ¢, , both
derive from the node ¢ Denote the nonterminal label on ¢ by
f{gy) Theniorany nodeg = (« { u 1) dehne

hq[’] =t (1) =

mis P[subtreenl'r; f{q) =4 ;:.“,,e “fcu 1]
subires al
as the maximum probabihity of any derrvation trom ¢ that
suceessfully parses both e, ¢ and ¢, ,  Then the bewt parse
ol the senlence pair has probability ég 7 ¢ 4 (S)

The algonthm computes b, 5 o4 (S) uung the tollowing
recurrences  Note that we peneralize wrginay 1o the case
where maxnmi zaon ranges over multiple indices by makinp
1 vector valued Alsonote that []and ¢} are simply constanty
written innemomcally The condition (S — )4 — Sy 4+ (1 —
u)r —{ ) # Us a way to speafy that the substning in one
but not both Linguapes may be split ino an empty string + and
the substnngaself this ensures that the recursion rerminates
but permits words that have no match in the other language to
Map o an ¢ instead

1 Initiahizahon

| fw !
bicigi—1 (1) = blefe) 15_:51
i) = blefo d‘_l::i{
0<t=<T
bttr——lr["’) = bl(‘/cb) IS-TEL
L_rgn
2 Recurston Forallz « f u ¢ such lhal{ ,‘]’(Sf:::if
(=141 —u>"
b (7)) = ma\t[bﬂm(;} ”ijrm{i)]
ooy = {1 ez ellm
e {} otherwise
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where

b[] 1) = max
aIU([ ) 1<, €N
L<EXN

LRt

ugif<y

[(S=a )= Syl =u)i1 =1/ J20

Oy — (1] bosut (1) 85104 (k)

(i

".ﬂ‘.m(!)
I""-Il.n.(l‘)
T (1)

t lhu,[l]

= argmex a,_ i) &rsut (3} e (K)
1€;<N
1SkE N
PrY.rs
uil <1
L9=a)t=%p+ |l —upL=L 30

bfim[t) = max 6, ;) fse o (2) Esent (K)

1<5<h
1<k N
PrEye
ugl T
(S=ndt=S14(lTaupe =1 )20
)
“'E}:uL('} - s & k
0 = argmaX a,_(,¢) bysra (1) dseut (K)
aalul(!) 1€;8
K lgkch
Vot [2) iy
el <
(5= o)t—SIHU—upt - Y0

3 Reconstruction 1mitialize by setting the root of the parse
treeto g, = (0 T 0 | } and 1ts nonterminal label to £(g;) =
S The remaining descendants in the optimat parce tree are
then given recursively torany ¢ = (s ¢t u« v) by

LEFT{¢q} =
NIL Hor—a4e-ug2
(s ahlir(g)) wleten) a8, (fg) =[]
(s o3 (L) v (lg)))  b{tia)) = ()
RIGHT{q) =
NIL N EEE TN
(eean 1 Py ) fogteen =1
(e (ftg)) 1w ooy 88N = ()
(LEFT(g)) = (£ M9)(0(y))

(RIGHT(g)) = aJe 91 (¢(q))

The time complexity of this algonthm 1n the ganeral case 15
O(A3T3 ) where M 15 the number of distinct nonterminals
and 7 and | are the lengihs of the two sentences This 1
a factor of ¥ ® more than monolingual chart parsing but has
turned oul to remain quite practical for corpus analysts where
parsing need not be real-time

5 Apphcations Translation-Drnven
Segmentation

Segmentation of the input sentences 15 an imporiant step 1n
preparing bilingual corpora for varous learning procedures
Dnfferent languages realize the same concept using varying
numbers of words a single English word may surface as
a3 compound in French This complicales the problem of
matching the words between a senience par since it means
that compounds or collocations must sometimes be treared as
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lexical units The translation lexicon is assumed to contain
collocation translations to facilitate such multi word match
ings However the input sentences do not come broken into
appropriately matching chunks so it is up to the parser to
decide when to break up potential collocations into individual
words

The problem is particularly acute for English and Chinese
because word boundaries arc not orthographically marked in
Chinese text so not even a default chunking exists upon
which word matchings could be postulated (Sentences (2)
and (2) demonstrate why the obvious trick of taking sin-
gle characters as words is not a workable strategy ) The
usual Chinese NLP architecture first preprocesses input text
through a word segmentation module (Chiang el al 1992
Chang & Chen 1993 Lin el al 1993 Wu & Tseng 1993
Sproat el al 1994 Wu & Fung 1994) but clearly bilingual
parsing will be hampered by any errors arising from segmen-
tation ambiguities that could not be resolved in the isolated
monolingual context because even if the Chinese segmenta-
tion is acceptable monolmgually it may not agree wilh the
words present in the English sentence Matters are made still
worse by unpredictable omissions in the translation lexicon
even for valid compounds

We therefore extend the algorithm to optimize the Chinese
sentence segmentation in conjunction with the bracketing pro-
cess Note that the notion of a Chinese word is a longstand
ing linguistic question that our present notion of segmentation
does not address We adhere here to a purely task-driven defi
nitionof what a correct segmentation is namely that longer
segments are desirable only when no compositional transla
tion is possible The algorithm is modified to include the
following computations and remains the same otherwise

1 Initsalization

0<
Bl = ble wje ) (2

2 Recursion

61tub{?J = ma"“[b[l1|ll{r) 6Eiul(!)vé£'ru1[”]

(1 F 8l () > 80, (2)
and &1y, (1) > 6. (1)

Bue(3) = 0 O 4000 > 8, ()
and 811, (2) > &%, (1)

{1  otherwise
3 Reconstruction
LEFT(q) =

NIL if 1—s+1 —ugd

if 8, (4(g)) = []

(s a%‘(ftqn e B(eg)))
f6,(£(g)) = ()

(s of (g). 1 (E(g)])

NIL otherwise
RIGHT{(q) =
[ NIL if t=sgv—ug2

(olle(a)) t vlle(g)) v) if8,(g)) =

]
(e (2(a)), 1 w, v (8(@)) 6, (&g)) = ()
| NIL otherwise




In our experience this method has proven extremely effec-
tive for avoiding missegmentation pitfalls essentially erring
only in pathological cases involving coordination construe
tions or lexicon coverage inadequacies The method is also
straightforward to employ in tandem with other applications
such as those below

6 Applications Bracketing

Bracketing is another intermediate corpus annotation useful
especially when a full coverage grammar with which to parse
a corpus is unavailable (tor Chinese an even more common
situation than with English) Aside from purely linguistic
interest bracket structure has been empirical!) shown to be
highly effective at constraining subsequent training of for ex
ample stochastic context-tree grammars (Pereira & Schabes
1992 Black el al 1991) Previous algorithms for automatic
bracketing operate on monolingual texts and hence require
more grammatical constraints forexample 'actics employing
mutual information have been applied to lagged text (Mager
man& Marcus 1990)

Our method based on SITGs operates on the novel prin
ciple that lexical correspondences between parallel sentences
yields information from which partial bracketings for both
sentences can be extracted The assumption that no grammar
is available means that constituent categories are not differ
entiated Instead a generic brackering imersion maniducation
grammer is employed containing only one nonterminal sym
bol A which rewrites either recursively as a pair of A s or as
a single terminal pair

A L JAA]

A S (AA)

A b uyfr,  torally ylexical translations
A - it; [ for all + Enghish vocabulary
A Lo /yy for all ; Chinese voabulary

Longer productions with fanout > 71 are not needed we show
in (Wu ]99*5a) that this minimal transduction grammar in
normal form is gencratively equivalent lo any reasonable ITO
lor bracketing Moreover we also show how postprocessing
using rotation and flattening operations restores the fanout
flexibility so that an output bracketing can hold more than
two immediate constituents as shown in Figure 4

The b,j distribution actually encodes the English Chinese
translation lexicon We have been using a lexicon that was
automatically learned from the HKUST English C hinese Par
allel Bilingual Corpus via statistical sentence alignment (Wu
1994) and statistical Chinese word and collocation extraction
(Fung & Wu 1994 Wu & Fung 1994) followed b\ an EM
word-translation learning procedure (Wu &. Xia 1994) The
latter stage gives us the b,J probabilities directly For the
two singleton productions which permit any word in either
sentence to be unmatched a small (-constant can be chosen
tor the probabilities §,, and b,, so that the optimal brack-
eting resorts to these productions only when it is otherwise
impossible lo match words

An experiment was earned out as follows Approximately
2 000 sentence-pairs with both English and Chinese lengths
of 30 words or less were extracted from our corpus and brack
eted using the algorithm described Several additional criteria
were used lo filter out unsuitable sentence pairs It the lengths

of the pair of sentences differed by more than a 2 1 ratio the
pair was rejected such a difference usually arises as the result
of an earlier error in automatic sentence alignment Sentences
containing more man one word absent from the translation lex-
icon were also rejected the bracketing method is not intended
to be robust against lexicon inadequacies We also rejected
sentence pairs with fewer than two matching words since
this gives the bracketing algorithm no discriminative lever-
age such pairs accounted for less than 2% of the input data
A random sample of the brackeied sentence pairs was then
drawn and the brackel precision was computed under each
criterion for correctness Examples are shown in Figure 4

The bracket precision was 80 4% for the English sentences
and 78 4% tor the Chinese sentences as |udged against man-
ual bracketings Inspection showed the errors to be due largely
to imperfections of our translation lexicon which contains
approximately 6 SO0 English words and * 00 Chinese words
with about 86°/( translation accuracy (Wu & Xia 1994) so a
better lexicon should Yield substantial pertorrmnce improve
ment Moreover if the resources tor a good monolingual
part of speech or grammar-based brackeler such as that of
Magerman & Marcus (1990) are available its output cjn read
ilv be incorporated in complementary fashion as discussed in
Section K

7 Applications Phrasal Alignment

Phrasal Alignment The parsing algorithm can be used lo
identity phrasal translations within sentence pairs This is
useful especially where the phrases in the two languages are
not compositionally derivable solely from obvious word trans-
lations such as [have acquiredA (/52Z! new/Hi skalls/FEBE)
in Figure 4 This principle applies lo nested structures also
suchas {| /@)L who/ A | { have acquired/; (/% new/$fi
skalls/IKEE 1) on up to the sentence level These examples
were found using the minimal bracketing iransduction gram
mar a relatively weak strategv we evaluated the precision at
72 SYc which is useful bul rather low Higher precision could
be achieved without great effort by employing a small number
of broad nonterminal categories

Word Alignment Under the ITG model word alignment
becomes simpK the special case of phrasal alignment at the
pirse tree leaves However this gives us an interesting al
ternative perspective from the standpoint ol algorithms thai
match the words between parallel sentences Bv themselves
word alignments are ol Intic use but thev provide potential an
chor points tor other applications or for subsequent learning
stages lo acquire more interesting structures

Word alignment is difficult because correct matchings are
not usually linearly ordered i e there are crossings Without
some additional constraints any word position in the source
sentence can be matched to any position i n the target senLenee
an assumption which leads lo high error rales More sophisti
cated word alignment algorithms therefore attempt lo model
the intuition that proximate constituents in close relationships
in one language remain proximate in the other The later
IBM models are formulated to prefer collocations (Brown
et al 199") In the case of word-ah%r\ (Dagan el al 199"
Dagan & Church 1994) a penalty is imposed according to
the deviation from an ideal matching as constructed by linear
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interpolation

From this point ot view the proposed technique is a word
alignment method that imposes a more realistic distortion
penally The tree structure reflects the assumption that cross-
ings should not be penalized as long as thc> arc consistent with
constituent structure Figure 5 gives theoretical upper bounds
on the matching flexibility as the lengths of the sequences
increase where the constituent structure constraints are re
flected by high flexibility up to in — 1 and a rapid dropoff
thereafter ? In other words |ITGs appeal to a language uni
versals hypothesis that the core arguments ot frames which
exhibit great ordering variation between languages are rel
atively few and surface in syntactic proximity Of course
this assumption over simphsiically blends syntactic and se
manlic notions That semantic frames for different languages
share common core arguments is more plausible than syntactic
frames In effect we are relying on the tendency of syntactic
arguments to correlate closely with semantics It in particular
cases this assumption does not hold however the damage is
not too great in that the model will simply drop the offending
word malchings (dropping as few as possible)

In experiments with the minimal bracketing transduction
grammar the large majority of errors in word alignment were
caused by two outside factors First word matthtngs can
bt overlooked simply due to deficiencies in our translation
lexicon Tim accounted tor approximately 42% of the er
rors Second sentences containing non literal translations
obviously cannot be aligned down to the word level This
accounted for another approximate S0% of the errors Ex
eluding these two types of errors accuracy on word align-
ment was 96 T# In other words the tree-structure constraint
is strong enough to prevent most false matches but almost
never inhibits correct word matches when they exist

8 Applications Bilingual Constraint Transfer

Monolingual Parse Tret A parse mav be available for one
of the languages especially for well-studied languages such
as English Since this eliminates all degrees of freedom in the
English sentence structure the parse of the Chinese sentence
must conform with that given tor the English Knowledge
of English bracketing is thus used to help parse the Chinese
sentence this method facilitates a kind of transfer of grammat-

Direct companson with *ord_align should be avoided however
since it is intended to work on corpora whose sentences are not
aligned

1334 NATURAI LANGUAGE

1cal expertise 10 one language toward bootstrapping grammar
acguisition 1n another

A parsing algorithm for this case can be implemented very
efficiently  Nole that the English parse tree already deter
mincs the split point S for breaking ey 7 1nlo two constituent
subtrees denving eq « and ey ; respectively as well as the
nonterminal labels ; and 4 for each subiree The same then
apphies recursively (o each subtree We indic ate this by tum-
tng & y and 4 1no deterministie functions on the English
constituents writing S ; ;¢ and & ; (o denote the sphit potnt
and Lhe subtree labels for any consutuent e,  The following
simplifications can then be made to the parsing algonthm

2 Recursion For all Fnglishconsttuenise, and all v o ¢
such that { o

TR

Phtth = s g g Bes o DY Th )
[],m[r} = (:‘ri.',:n;\f* seeat (el ee e (ha)
f‘.{lmilJ = Lmay g o raldedde, rar Uhar)
,““[i] = 'Tff:l:i‘\f'. o f lgsr) g, purl{ha)

3 Reconstruction

Lerry) = {[~ S nUuEJu(qm 6,(i(9)) =[]
(v St (f{gh))  tbe(fiq)) = {)
RIGHT{¢}) = { {Sa d 'u]‘(f}(rl)} 1 8y =[]
(Se 2 0 (0(g))) 104} = )
f(LEFT(g)) = ju
(RIGHT(g)) = Ky

The nme complexity for this constrained version of the algo
rithm drops from ©(A 174 Y0 ©(T1 ?)

Partial Parse Trees A more realistic jn-between scenano
occurs when partial parse (nformaton 15 available for one
or both of the languages Special cases of particular interesl
include applications where bracketing or word alignment con-
straints may be dertved from external sources beforehand For
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Figure 5 Proportion of alignment configurations generable by ITGs between length-m sequences

example a brousd coverage English brackeler may be davail-
able 1f such canstraints are reliable 1t would be wasteful to
ipnore them

A straightiorw ard extension to the ongimal algorithm in
hitits hypotheses that are inconsistent with given constraints
Any entries in the DP lable corresponding 1o 1llegal sub
hypotheses—i ¢  thosg that would violate the piven bracket
nestung or word alignment conditions—are pre assigned neg
ative infimty vdlues during initializabion idicatmg impossi-
bility During the DP phase computation ol these entries 1s
skipped Since thewr probashilities remain impossible through-
out the illegal sub hypotheses will never participate In any
ML bicbracketing The running tune reduction in (s case
depends heavily on the domain We have found thas srawpy
to be useful for incarporating punctudtion comstraints

D Conclusion

The tw1n concepts of bahingual language modeling and tilin
gual parsing have been proposed Wi have miroduced o new
formahism the inversion transduction grammar and surveyed
a variely of ity applications 1o extracting lenguistic imforma-
ton from parallel corpora Its amenabiliy (o stochastic [or
mulation usetul Aexibility with leaky and mimimal grammars
ind tructability lor practical applications are desiratle proper-
Lies Vamous tashs such as segmentation word lipnment and
bracket unnotation dare naturally incorporated as subproblems
ind a high degree of compatibihity with convention d monalin
gual methods s retained In conjunction with automatie pro-
vedures for learning word translation lexscons SITGs bring
relatively underexploited bilingual vonstrants to bear on the
tash of extraching lingwistic mlormation for languages less
well-studied than English

A current direction s Lo investigale automat traming of
SITG« We derive in Wu (1995} an EM bused re estimation
method for SITGy and descrnibe prehminany experiments
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