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Abstract

We analyze conditions that allow for sound and
efficient non-monotonic inference For that we
consider theories comprised of rule6 and obser-
vations and a semantic framework developed
elsewhere that allows us to view such theories
as dynamic systems systems with a transition
function f that maps states to sets of possi
ble successor states and a plausibility funr
tion  that determines the relative likelihood of
those transitions In this framework the transi-
tion function f is determined by the rules and
the plausibility function is provided indepen-
dently In this work we aim to identify plausi-
bility functions that have good semantical and
computational properties We do so b> identi-
fying a vet of tore predictions to be accounted
for that can be computed in polynomial time,
can be justified in simple terms and are not
tied to either Horn theories or closed world as-
sumptions The resulting functions allow us to
handle an interesting class of theories in a jus-
tifiable and efficient manner

1 Introduction

Non-monotonic reasoning is widely perceived to be in-
efficient and sevtral theoretical studies have confirmed
that suspicion for a large class of theories (e g , [Kautz
and Selman, 1989]) Yet, nianj practical systems in-
cluding inheritance reasoners time map managers and
logic programs with negation as failure suggest that
non-monotonic reasoning can be both practical and effi
cient in many cases of interest Stratified logic programs,
for example, are tractable when negation is interpreted
as negation as failure [Van Gelder ef al 1988] and in-
tractable when interpreted classically

In this work, we aim to understand conditions that al-
low for sound and efficient non-nonmonotonic inference
For that we appeal to the semantic frampwork recently
introduced in [Geffner 1995, Geffner and Bonet 1995] in
which systems of strict and defeasible rules are viewed as
dynamic systems with a transition function / that maps
states pie, to sets f(s,) of possible successors and a plausi-
bility function pie that determines the relative plausibility
of those possible transitions
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In this framework, the transition function /(s4,) is
given by the collection of states *|.4 such that the Iran
sitions from s, to sy.j violate a minimal set of default
rules Ihe plausibility function pie, on the other hand is
provided independently and it's role is to determine the
assumptions one is willing to make about missing infor-
mation In particular when the plausibility function it
is uniform, 1 e it assigns the same plausibility number
to all stales, no assumptions are made and the resulting
semantics is monotonic in the set of observations while
non-monotonii in the set of rules * On the other hand
when JT is compatible with the C losed World Assumption
(CWA) namelv ir,uy(s,) stands for the number of atoms
true m state s, (the higher the number the less plausi-
ble the state), the resulting semantics is n on-mono tonic
in the observations and corresponds to the interpreta-
tions of negation as failure found in logic programs In
neither case, however, Ihe semantics is adequate n the
first case is too weak and in the second is too strong
Interestingly however while in the first case the seman-
tics is intractable, in the second case the semantics is
tractable

In this work we will look for plausibility functions that
havt good semantical and computational properties W
will do so by identifying a set of core predictions to be
accounted for that can be computed in polynomial time
can bejuslified in various wavs and are not tied to either
Horn theories or closed world assumptions |he result-
ing functions will enable us to handlt an interesting class
of theories in a. justifiable and efficient manner

The plan of the paper is as follows First we review
the semantic framework laid out in [Geffner 1995] and
[Geffner and Bonet, 1995] (Section 2) th en we con
sider the virtues and limitations of the CWA interpreta
tion and define the core predictions in three ways by
means of a procedure a 3-valued logical interpretation
and an epistemi. interpretation (Section 3) We then
characterize other tractable conclusions that follow from
the admissible plausibility functions (presuppositions)
stud} semantic and syntactic conditions that guarantee
the existence of such functions and assess the admissi-

' For temporal theories this eemantirs in very much like
Gelfond and Linschitz's [1993] semantic for actions and
both are equivalent to Sandewalls [1991] form of chronolog
ical minimization See [Geffner, ]995]
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bilhity of some plausibihty orderings commonly used and
show how such orderings can be constructed {Section 4)
We end with a summary of the main 1deas (Section 9}

2 The Basic Framework A review
21 Language

We deal with theories T = (D, Q) comprised of a fimte
set of rules D and a fimite set of observations O Aules
can be either stricl or defemsmible and are reprcsented by
expressions of the form a; Aoz A Ao, = 8 and
) Mg A Aag — 3 respeclively with n > 1 The
a, s £ 6 and the obscriaiions arc assumed to be literals
1¢ atoms or Lheir negation

We often speah of variables rather than propositions
Thus, \wo literals 2 and =a will be associated with the
values t and fof an abstracl boolean variable 4 We say
that a formule involves or refers to the variable 4 when
the formula involves one of the literals a or —a

Each defeasible rule has a priorty number represented
bv a non-negalive mteger Intuitively, amang a set of
conflicting rules, 1e  rules with complementary conse
quents those with higher priority are preferred In this
wark, we assume thal Lhe theories are wegkly delerman.
tsizc 1o the sense thal whenever two rules are in con-
flict one rule must have prionty over the other 2 These
theoties are ¢common 1 certain domains and theories
which don’t comply with this condition can normally be
mapped ntc a family of theones that do (by breaking
the ties among the rules that are in conflict)

We nlso assume that rules ere acyclic For that we de-
fine the reusal graph associated with a set of rules as the
directed graph whose nodes are the vanables and where
for every rule there 1s a link connecling every vanable
referred to m the antecedent to the variable referred to
in the consequent The rules are acyeire when the causal
graph does not conlain cyeles Acyclic logie programs
are an special case of these theories 10 which botlh defea-
sible rules and rules with pegative heads are excluded
Other inheritance and lemporal theories can be repre-
sented Iin ihis framework 1n a straightforward way (see
the references)

22 Semantics

The semanties of the theories T = (D, Q) 18 given by
dynamic-svetems tvpe of struclures (o, f, 7, O}, where o
13 a ranlong function (hat assigns & non-negative integer
o(4) Lo every vanable 4, f 1 a slate transition fune-
tion 7 1s a plausibility funclion and ( atands for the
ohservalions

In temporal theories the o-ranking of a vanable
18 simply the time-point associated with the variable
[Geffner 1999] In more general causal theories there s
no expheat notion of time and the role of the ranking & 15
to make it up o assigns a tume pomt to every vanable
with the only restriction thal cauves musl precede Lherr
effects (1e vanables 1 rule antecedents must have a
smaller o-rank than varables in the consequent) There

1A rule = has prionity over a rule r’ when Lhe two rules are
defeasible and r has higher prionty or when ' 15 defleasible
and r 15 nol
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are of course many rankings ¢ that satisfy this condi-
tron yet given certamn conditions on the Lransition and
plausibility functions f and 7 the resulting semantics 15
1nsensitive to the particular o chasen [Geffner and Bonet
1995) Here for simphaty we will choose one particular
ranhing function 74 throughout the paper the one that
corresponds to the topological sort of the causal graph
Thus the rank of the varnables that have no parents o
the causal graph will be zero, while the rank of the rest
of the variables will be the length of the longes! paths
the graph leading Lo the vanable

Given the ranking og, the states &, at time 1 are defined
as the truih-valuations of the variables A assigned to
tune z (1 ¢ with @p( 4) = 1) The siale Iransaition func-
fion [ maps siales s, 1nto a pon-empty sci f(< ) of pos-
sible succeanor stales 8,4 Given a2 weaklv-deterministic
domain theory, f(4,) 19 defined as the collection of stales
5,41 thal satisfy the consequents of all the rules thal ar
applicabic given s, where a rule A — 7 1 appheable
given 5, when 4 1s true 1n s, and no conflicling rule with
higher priority 1s applicable 1o s, 2

The plausibeiify function = determmines the relative
ikehhood of the legal fransifions by assigning to each
slale s,4) a non-negative mteger m{%i41) 4 Better
states, 1 e, slales with higher plausibilities have smaller
numbers and vire versa  Formally the plausibility
na[s.+1|s.} of a Transition from a state 5, (o a slate
8141 € [fls,) that satisfies the cbservations () al time
t+ | 1s defined as

ri(sep1) — mo ({8 )} (1

where a7 { f{+,}} 1> a normalizing constant that refers to
the plausibality of the best states o, € f(s,) thal sal
sly the observations at 2+ 1 We alno define wisy) the
plausibility of the transition to s as

def
nolapr]n) =

(0] — 75(S0) (2)

where #5( 5p) 15 another normahzing constani thal refers
to the plausibility of the besi inilaal states sy, that satisly
Lhe oheervations at 0

A legal trajectury T 15 a sequence of slates gg 8;, 65
where n 18 the highest gy-rank such that cach s, satisfies
the observations at 1+ and s, € f(s,_3) for 12 » 0 The
plaustbtlity of a legal trajectory given the observalions
(15 sinply the sum of the plausibililies associated with
Its transibions 1€ Ko(T) = Ko(80) + Y1 v Kolbi]or-1)
The plausibility of illegal trajectories 18 assumed to be
infinite (for the prebabilisiic inlerpretation of this model,
see the references)

The semantics of a theary T = (I}, O) gnven a plau-
gibility Tunction 7 18 1dentified with its most plausible
trajectories (recall thal the Lransition function f 18 de-
termined by the domatn theory D) We refer to the
trajectories 1 that have a plausibility x{7) = 0 as ror
mai trajeciories When normel trajectonies exist, 1hey

def
nelsg) =

3This defimtion of f 18 not general and assumes that the
Ltheory 18 markovian See below

‘The notation f(s.) and x(s,41) 15 actually an abbrewn
ation for fir, s ) and x(z s.) as both functions depend nol
only on the state », but also on Lhe tLime point ;



are the maost plausble trajectories Yet such trajectores
may fall to exist when predictions are refuled by observa-
tions We call the theories thal have normal trajactonies
predictive theories To a large extent ihey will be the
focus of this work

Example Letl us consider a domain theory romposed
of a defeasible rule p — ¢ and a strici rule r = g The
ranking ag assigns Lhe vanables P and £ to the layer
{0 and vanable @ io layer 1,1e, ap(P) = oo(R) = 0
and og{@) = 1 TIhe set So of stales sp are the {our
possible valuations of the varnables P and @, and the
set S) of alales 5, are the two possible valuations of Lhe
variable ¢ For auny state sy € Sy f{s0) dunotes Lhe
states 1 9; Lhat satisly the consequents of el] the rules
applicable in sp  Hence, when sy doew not satisfy either p
or r, f(sa) = {s4,6~4} when sy salisfies pA—-r, f(s0) =
{8} and when sg sateshes ¢ f(sg) = {s~g} Ghven
the observation p and the umiform plausibility function
7, e the function that assigns the same plausioihty
number Lo all states, we gel two normal trajectones one
corresponds Le p, =1 and ¢, and Lhe other Lo p rand —¢
On thr other hand given the cwA-plaustbility {unction
mstead where 7., 4(s,) measurcs the number of atom~
satisfied by &, we get only one normal trajectory that
carresponds to p —r and ¢

Non-Markovian Theories The defimbion of f above
presumnes that all Lhe vaniables in the antecedent of a rule
helong to the same o layer and thal the vanable in the
consequent of the rule belongs to immediately sucerd ding
op-laver 'We call Lhecries where this holds markoman
Many temporal theories are markovian in this sense yct
mosl non-temporal theonies are not There are two gen-
eral ways for dealing with non-marhovian theornies QOne
1~ to reformulate the nohon of state 1n Lhe general case
a state », 13 no longer a valuation over the vanables in
layer ¢ alone hut over ail the variables m laver 3, j <1
(see [Geffner and Bonet 1995] for details) A second
way Is Lo iransform the theories 1nio equivalent marko~
vian theories This can be casily done by mtroducing
surrogale vaniables For example 1f a vaniable 4 belongs
to layer 1 and some rule requires 4 layor 141 we just
mtroduce a new vanable 4’ and relate it to 4 by means
of two slrict rules @ = o’ and =g = —a’ The two meth-
ods are general and can be applied to any non-markovian
theory For this reason, and to heep things simple we fo-
cus in this paper on theories that are markovian All the
resulte easily carry to non-markovian theories as well

3 Tractable Inference without the CWA

In the semantic framework laid out above the defaults
gel compiled nto the transition function f while ihe
plausibility functions encedes the assumptions one is
willing to make to complete’ partially apecified slates
The cwa plausibility funetion, for example, presumes
thal variables whose values are nol known are false  Fhis
1s adequate somnetimes, but 1t 18 often too strong For
example, If 8 rule =w => =g 18 added above, the cwa as-
sumption would make the ezception —tr more plausible
than 1t’s negation, not only faling lo conclude g from p,
but actually concluding =¢ This limitation of the cwa

ordering is not surprising though the CWA ordering is
determined without considering the rules in the theory
A better approach is to define the plausibility ordering b\
looking first at such rules as done in the interpretation
that view defaults at, conditionals (e g [Lehmann 1989
Pearl 1990 Geffner 1992]) Howeler since extracting
a reasonable plausibility ordering from the rules remains
too difficult, what we will do instead is to define some
core predictions that can be justified in simple terms and
can be computed in polynomial time, ind then focus
on the plausibility functions that make those predictions
sound The resulting semantics will combine the proper-
ties of causal and conditional interpretations of defaults
[Geffner 1992], and will have a significant core of infer-
(nces that can be computed efficiently

31 The Core Predictions

Ihe core predictions are conclusions that ean be jusi
fied 1n s1mple meammglul terms and which can be com
puted 1o polynomial lime We will provide three different
but equivalent charactenzation of them The first 15 a
Lractable inference procedure very sirmilar 1o other pro-
cedures used 1n non-monotonic systems (e g {Hort\f el
al 1987} Basically the procedure applies all the rules
4 — 3 whose antecedents have been either ohserved or
derived as long no higher prionty rule 8 — ~2 with a
conflicling consequent also has it antecedents observed
ot detrved

In the procedure, the rules with hghest precedence
i aaset % of rules 4 — []p rcder to the rules in b
whose const quents are ranked lowest (1€ hate a rmi-
mum ay(L)) The svimbol L represents Lhe conclesions
(Iiterals) computed by the algorithm We sav that a rule
4 — 315 applicable given L when A C L. The function
new-applicable-rules(p %) returns the rules that become
appheable when 9 18 known and p 15 derived 1e  the
rules 4 — p such that 4 holds in {p} + § hut not 1n
& The complement of a literal r 18 denoted as ~z For
simphicity striel rules are handled as defeasible rules of
higher prionity °

Procedure A

L =0 RULES = rules apphicable given L
while RULES nol empty do
SELECT = rules im RULES with highest precedence
RULkS = RULES — 5ELLC1]
while stLLC1 nol empty do
pick a highest prionily rule 4 — 4 from SELFCT
L =L + {5}
RULES = RULES + new-applicable-rules(d L}
SFIECT = SFLECT — {rules B — 7 & B — ~J}
end while
end while

Proposition 1 The compierity of 4 s linear in the vet
of rules

*For weakly determimistic predictive theories thai are pre
dictive stncl rules can sclually be replaced by defeasible
rules with ligher priorty without affecting the ineaning of
the Lheory
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Proposition 2 Given the cwa plausibitty function, 4
ts sound and elomic-complete for weakly determimistic
theorzes that are predictive

We will refer the literals 1 L for a theory T as the
core predections of T and denote themn as Pd{T)

32 A 3-Valued Interpretation
Two different models will shed some hight mto what this
procedure actuslly computes The first model 1s defined
i terms a tranmtion and a plausihibty function but as-
sumes a 3-valued logic The plausibility function 72,
unlike T.yq, maxituzes not ‘falsehoods but uncertan-
ties (don’t know’s) The transibion function f{s,), as
before, maps & state 5, mto the sel of states s,4; that
satiefies the consequents of all the rules apphcable in &,
The only difference 13 that states are now 3-valued inter-
pretations, rules continue being spplicable when their
antecedents are true and no conflicting rules with higher
priority are apphcable

The normal trajectories are defined as above They
now stand for J-valued models so some literals may be
neither true or false We call this the 3-CWA (nterpreta-
tion It's very mmple to check this 1nterpretation makes
the predictions computed by the procedure 4 sound and
complele
Proposition 3 Let T = (D O) be weakly-deterministic
theory whach 1s predictive relative to the 3-CWa nlerpre-
tation, namely T has s normal 3-Cwa irgjecliory Then
this Lrajeciory 15 wnaque and the core predictions are ex
actly the hiternls that are true in that irajeciory

33 An Epistemic Interpretation
We consider now a different model where the rules are
interpreted epistemically Given a domain theory 2 with
strict and defeasible rules of the form if A then 3, we
will conmder a new domain theory K(D) where those
tules are replaced by theiwr epistermic counterparts, 1e
epistemic rules of the form if K4 then 8, where K 15 an
intensional knowledge operator We will interpret the
resulting theories with a semantic structure consisting
only of a transition functron F that maps seis of states
5, into seis of states S,4; The individual slates 5, are,
once again, classical interpretations over the variables
occurring 1n layer 1, and Fy (5,), n anzlogy to f(5,) 1s
defined as the set of states s,41 that satisfy the conse-
quents of all the rules apphcable in the sel of states 3,
where a rule if h 4 then 2’ 1s applicable in S, when 4
holde in ail the states s, € 5, and no conficting rule
with ligher pricrity 1s also applicable

By the epistemic inierpretaiton of atheory T = (D, Q)
we will mean the succession 5g, S, , 8 of nou-empty
sets of staten, such that Sp 15 the set of states that satisfy
the observations at time Q, and 5, &+ > 0, 15 the set of
states 1n Fx (S, 1) that satisfy the observations at time
t The Iiterale sanctioned by this iterpretation are the
hiterale that are nol falsified by any such state

Proposition 4 Let T = (D O) be a weakly determunis
frc theory Then T has ¢ 3 CWa nrormal trajectory off T
has an epistemic interpretafion In etther case the hi-
erals that hold tn both models correspond exactly to the
core predections
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4 Admissible Orderings

The core predictions are thus the conclusons that {ollow
from an epistemic reading of the rules The admiss:-
ble plausibility functions are aa the functions that make
those predictrons sound

Defimition 1 m, 1+ an admusaible pleysbadity function
relative ic a weakly-deterministic domamn theory D unth
transrhion funciion f, of for any sel of abservations O,
the core prediciions Pd(T) are true 1n gll the 7, normal
trgyectories compatible with O

The semantics Lhat results from the admisaible plau
sthility functions 1s etronger than many conditional In-
terpretations of defaults, since given a Tule 4 — 3 3
will be a core prediction of A, excepl 1n the pathological
cases 1 which there 18 a higher pnionity rule A’ — -4
with 4 € A While conditional interpretations read
such rules as saying that ‘if 4 s all thal 15 known then
#1s true  the proposed interpretation reads them as 1f
4 1s known and no exceplion s known Lhen J 1s true
This 1s similar to Lhe epistemic interpretation of tempo-
ral theories 1n [Shoham 1988]

We say that a domain theory 715 admaissible when 1t
admits an admissible plausibibily ordering We also eay
that & theory T = (D, Q) 18 admissible when there 15
normal trajectory compatible with one such admissible
ordering We call such trajectories the admissible normal
trajectories of 7 A basic result for positive theories 15 6

Proposition 5 The ¢ WA plausibilily function 15 admas-
stble for posulrve domawn theortes Moreover a theory
T = (D Q) utth a positive domain theory D has an ad-
massible normal trojeciory ff T has a CWA normal tra
Jectory

Moreover since all the positive literals thal can be
obtained by the ¢Wa interpretation for positive theories
are core predictions we also get that

Corollary 1 Lel T be ¢ postiyve theory with e CWa nor-
mal trajectory Then the atoms thal are true in that
irajeclory correspond eractly 1o the aloms that are true
th all the gdmissible normal trajectories of T (alomar
soundneds and completeness)

The account i [Geffner, 1994] 15 characterized exaclly
by these atomas This dces not mean however, Lhat there
are no negalive consequences to be extracted from posi-
tive theories Actually, there may be plenty of them and
their compuiation s tractable

41 Tractable Presuppositions

The epistemic and 3-Cwa interpretations sanction all the
conclusions Pd{T) computed by the procedure A and
nothing else Yet we can obtamn mote conclusions from
4 by ‘reductio ad absurdum’, 1 ¢, by assuming a value
for Literale whose truth has not been deterrmined and
checking 1ts repercussions This operation leads to a
sound and tractable extension of the set of core predic-
tone Pd(T) which 1n certain cases 18 complete

EPomtive theories refer to theones with no rules with
negaied anlecedents



Let us define Ppy(T) as the set of hierals o & Pd(T)
which if sssumed to be false introduce new predictions 4
which are 1n conflict with the old ones,1¢ 8 € Pd(T +
{~a})and ~8 € Pd(T) Moreover, let us define Pp,(T)
ileratively for 1 > 0, us the umon of Pp,_((T) and the
liternls @ € Pd(T + Ps,_1(7T"}) such thal for some hiteral
g P € PdT+ Pp,_(T)+ {~e]) and ~J3 € Pd(T +
Ps—1(T))

We will call the hterals 1n Pps(T) simple presuppo-
sittons and the other hierals wm Pp (7)), + > 0, iterated
presuppositions Let us also define Pp(T} as the set of
all simple and iterated presupposmions, 1e Pp(T) =
Pp(T) for the smallest 3 such that Pp,(T) = Pp,41(T)

Proposgition 6 A4ll presuppositions are irue in afl the
admssible normal trejectomes (soundness) Moreover
compuling all presupposthions s iractable

Proposition T Let T he an admissible posttive theory
t ¢ a posztive theory with admisnble normal irajerto
rics Every hieral that is irue tn all such trayectories 1s
erther a core prediction or e simple presuppostlron {com-
pleteness)

Corollary 2 Fer a posstive T as abeve compuling fhe
posttive and negalive consequences of T 18 iractable

42 Constructing Admissible Orderings

Semantie Conditions

Below we provide two semanlic condilions that allow us
to determuine when a given plausibility function 7 15 ad-
tnismble S, and S,y refer to the eollection of states
s and 8,41, t =1 2, | that satisly two arbitrary sets
of literals 1, and A,4; wn layers 2z and 24+ 1 57 de-
notes Lhe besl stales 1n % according to 7 and w°(%,)
denotes the plausibility of Lhe best atates 1n S, Fg v
the transition function associated with the epistemic m
terpretation The conditions are

1 VS,Eq:.f(S,](;F}\(b.)
2 Vs €5 2 (f(6.)N %) =7 {(Fr{%)NSi4)

Proposition 8 {f a pleynibiiify function 7 salisfics con-
difions -2 for any twe collections of states 5, and 5,44
as ¢bove 7 9 admussible

Syntactic Conditions
Let us say that one rule r preempis another rule v when
¢ has priority over 1’ and the two rules have conflicting
consequents We will call the literals thal occur 1n the
antecedent of r ezceptions relative to the rule r’ or simply
exceplions Let’s also say that a literal ¢ 15 connecled
to a hiteral # 1n a given domamn theory when there 1
a chain of rules ry r, rn (1€ the consequent of
each rule r, occurs 11 the antecedent of Lhe rule =, 4+ for
t=1, n—-1), where the literal « occurs 1n antecedent
of r; and 3 15 the consequent of r, FEach hieral 15 alwo
connected” to 1tsell

Then we say that a domain theory 18 nermal when for
every atom a, 1f @ 18 connected to an exception, then -e
18 not connecled Lo any exceptlion

Proposition 9 Normal domamn theories are admissible

Below we show how to construct admissible orderings
for theories that are normal Although Lhis 15 not needed
for accepling the core prediclions and presuppositions
it will shed some Light on Lhe adequacy of some of the
plausibility orderings that have been proposed

Some Admussible Orderings
We will consider first a very simple class of normal the-
ories where there are no chamns of rules In other words
Lhe ranking op aysigns all the varnables that oceur in the
antecedent of the rules to the O-layer, and all the van-
ables that cecur 1n the consequenl of the rules to the
1 layer We call such theories, 2 Jayered theories

For these theones, finding an admsaible plausibility
[unction reduces Lo finding an ordcring on the states s,
that sakishies Condition 1 above 1t B 15 \nteresting o
se¢ how some of the slandard plausihility ordenngs fare
w this regard  For example the umiform plausibility
ordering 7, will work only in theories in which there are
no pairs of rules mm conflict The ¢ WA ordering 7., on
ithe other haud will work whenever there are no negative
exceptions

Lel s consider now the plausibihey funetion T, thai
mumimmzes default violations, 1 e, fpun(#) measures the
numbcr of rules riolated 1n s where a rule 4 — 7 10 v1-
olated 1n & when s salisfies 4 but some slate s € f(s)
fails to satisfy 3 Sinee 7., does not reflect the rule pr1-
orities let s assume that all rules have the same priority
Dots ®m,n comply with Condition 1 above” Interestingly
the anawer 15 nol for example, the theory comprised of
the rules ¢« — b ¢ = —b —a = dand f — —d 15 nor
mal and vet the best m,,,, stales compatible with t]je
hterals ¢ and f conlam a stale s; wherr —a holds that
leads to € m contradiction with Fy that yields —d

A modification of fnn however, yields a plausibility
function that 19 admssible for ali (2-1ayer«d) normal the-
ories (i1ven a state s, lel 5 4 denole the closesl state to
s where 4 holds where the distance between two states
15 measured hy the number of aloms Lhat have different
Lruth-values Let us also say Lthat arule r 4 — 315
preempled m a slate s when the rule r 1s wielated 1n the
state &4 (this s just Lhe standard potion of violation
when rules are understood as conditienals, sec [Nute
1984]) Then the pirusibility function 7., (s) that mea-
sures the gpumber of rules preemptcd 1n s 15 adimussible
relative to all normal 2-layered Lheoties

Let & finally consider the plansibility function m that
corresponds Pearl s Z-ranhing, which captures both the
conditional reading of rules and certain independence as
sumptions (see [Pearl, 1990] and the equivalent ranking
due to Lehmann [1989]} Basically the states « with Z
plausibility 0 are he states that dom L violate anv rule
while inductively, the states s with Z-plausibility : are
the states thal violate rules 4 — 3 which have been
terafied 1n states « with Z plawsibality §, 3 < 1 (a state
« verifies a4 rulc when s satishes both the rule and 1its
antceedent) The Z-plausithibity funciion s net admissi
ble yet an admssible function 7y, can be defined by a
shght modification of the nbove definition the states
wilh W -plausibility 1 meed to be inductivelv difined as
the states s* that violate rules 4 — ¥ such (hat el the
states & thal verfy the rule 4 — 3 and that are closest
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to s’ have a W-plausibility 3, 7 <1 This W-plauaibility
ordering can be shown to exist for all 2-lavered normal
Lheories

Proposition 10 The plausibility funettons Tpmy and my,
are admessible relative to a¢ll 2-layered normal domain
theories The plausthibely funclions ¥y, Tewa Tmyn and
T are notl

Gencral Normal Theories The plausibility functions
fpmi and m, above can in principle be extended to n-
layered normal theories but the construction 1s complex
There 18 nonetheless a simple ronstruction that apphes
10 all normal theories Let us say that a literal « 15
normal when r 1s nol an exceplion and 13 not conpected
to any exception Then the plausibility function 7, .p(5)
that measures Lhe number of non-normal literals made
true by s 18 admmssible

Propoaition 11 The plousibility functron m, 1w ad-
masstble relative to all normal domain theories

Nole that 1 the case of positive domain theories, Lhe
only non-normal literals are positive hiterals 1In that
case the cWa-plausibility function can be thought as a
stronger version of the function 7, thal assumes alf
positive literals to be non-normal

The plausibility function 7z.p has an additicnal useful
properly 1t's decomposable in the sense that the plaus:-
brlity of a stale 15 the sum of Lhe plausibilities assocrated
with each of Lhe literals 1t satisfies (the plausibility of
normal and non-normal literals 1s 0 and 1 respectively)
As shown in [Geffner and Bonet, 1995], this guarantees
that the hehavior deterrmined by 7., 15 wnsensitive 1o
the ranking ¢ used and that like in Bayesian Networks
[Pearl, 1088] every varable 1s independent of 1ts non-
descendants given the value of 1ts parents

5 Summary

We have identified a basic core of inferences that can be
justified in simple terms and have developed a semantics
that makes those inferences sound The semantics has
good computational properties combines elements from
causal conditional and extensional interpretations of de-
faults, and sheds some light on the adequacy of various
plausibility ordenngs and on the scope of interpretations
that view default rules epistemically
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