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A b s t r a c t 

A planner in the real world must be able to 
handle uncertainty It must be able to reason 
about the effect of uncertainty on its plans, se-
lect plans that avoid uncertain outcomes when 
possible, and make contingency plans against 
different possible outcomes when uncertainty 
cannot be avoided We have constructed such 
a planner, Cassandra, which has these prop­
erties Using Cassandra, we have produced the 
An t general solution to the keys and boxes chal­
lenge problem proposed by Michie over twenty 
years ago 

1 Introduct ion 
A planner ID the real world must face the challenge 
posed by uncertainty To be successful, it must, among 
other things, be able to reason about the effect of un­
certainty on its plans, select plans that avoid uncertain 
outcomes when possible, and make contingency plans 
against different possible outcomes when avoidance is 
impossible Classical planning has largely ignored the 
issue of uncertainty,' assuming complete and accurate 
knowledge of the planning context and of the results of 
available actions Recently, however, several researchers 
have begun to address the issues involved in extending 
the classical approach to handle uncertainty [Etziom et 
al, 1992, Peot and Smi th , 1992, Pryor and Collins, 1993, 
Draper et ol , 1994, Pryor, 1995] This paper explores 
the issues in the context of the keys and boxes challenge 
problem [Michie, 1974] We describe Cassandra,2 a pro-
gram that constructs plans that allow for uncertainly, 
show how it solves the keys and boxes problem, and dis­
cuss open issues 

1 1 T h e k e y s a n d b o x e s p r o b l e m 
The keys and boxes problem, presented originally by 
Michie [1974] and discussed by Tate [1975] and Sacer-
dot i [1977], addresses many of the issues raised by the 
presence of uncertainty in the world It involves a robot 
locked inside a room containing an empty table, two 

'Wi th the notable exception of [Warren, 1976] 
2A Trojan prophet fated to be disbelieved when she accu­

rately predicted future disasters 
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boxes, and a pile of red things sit t ing by the door A 
key to the door is in one or the other of the boxes The 
robot can leave the room only if the key is by the door It 
can pick up and put down small objects (the key and the 
red things), but has no sensing capabilities that would 
allow it to determine what it is about to pick up or what 
it has in fact picked up The problem is to construct a 
plan that achieves the goal of having the robot take a 
red thing out of the room The simplest workable plan 
is for the robot to move a red thing to the table, move 
the key to the door, fetch the red thing from the table, 
and take it out of the room 

The problem illustrates two important general issues 
that arise in planning under uncertainty The first con­
cerns the acquisition of the key because the robot can­
not resolve the uncertainty about the key's ini t ial loca-
tion, it must construct a plan that will work regardless of 
which possibility turns out to hold 3 The second arises 
because of the uncertain result of picking a single item 
out of a heterogeneous pile If the key is put in the pile 
by the door before the robot tried to pick up a red thing 
from that pile, then the key might be picked up instead, 
resulting in an unrecoverable plan failure (because the 
robot cannot determine what it has picked up) The 
only way to ensure a sound plan is therefore to avoid 
the uncertainty by ensuring that the red thing wil l be 
picked out of a homogeneous pile of red things Because 
the planner must (due to other constraints) get the key 
next to the door before picking up the red thing, the 
only solution is to move a red thing to another site be-
fore the key is moved, creating a new homogenous pile 
of red things 

Although the keys and boxes problem was invented 
over twenty years ago, classical planning has failed to 
produce a convincing solution to the problem, largely be­
cause work in this area had not unt i l recently addressed 
the problem of uncertainty (Tale's and Sacerdoti's ap­
proaches are discussed below) To our knowledge, no 
adequate solution has previously been presented 

2 C a s s a n d r a 
Cassandra is a member of the SNLP family of part ia l 
order planners [McAllester and Rosenblitt, 1991] It is 

3 Th is problem is essentially isomorphic to Moore's "bomb 
in the toilet" problem [McDermott, 1987] 
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based on UCPOP [Penberthy and Weld, 1992], which ex­
tends the basic algorithm to handle context-dependent 
effects and a l imi ted form of universal quantification 
Actions are represented by modified STRIPS operators 
[Fikes and Nilsson, 1971], each defined by the precon­
ditions for executing an action and the effects that oc­
cur as a result of executing it Each possible effect has 
an associated set of secondary preconditions [Pednault, 
1988], specifying the conditions under which the action 
wil l have that effect 

The use of secondary preconditions is crucial to Cas­
sandra's abil i ty to represent uncertain effects, which it 
does by assigning them unknowable secondary precondi­
tions, constructed using the pseudo-predicate unknown 
Unknowable preconditions designate both a source of un­
certainty (e g , an instance of a coin toss) and a possi­
ble outcome of that uncertainty ("heads") We assume 
that each outcome of a given source of uncertainty has 
a unique came, and that the set of named outcomes is 
exhaustive and mutual ly exclusive These assumptions 
license two crit ical judgments that Cassandra must be 
able to make (1) that two actions or effects may not 
co-occur because they depend upon different outcomes 
of the same uncertainty, and (2) that a goal wi l l neces-
sarily be achieved by a plan, because it wi l l be achieved 
for every possible outcome of every relevant uncertainty 

Planning under uncertainty requires the planner to 
build plan segments that may or may not be executed, 
depending on the contingencies that are encountered 
Keeping track of which elements of the plan are relevant 
under various contingencies requires effective bookkeep­
ing Cassandra therefore propagates labels over actions 
effects, and goals in the plan to indicate both the con-
tingencies in which these elements play a role and the 
contingencies with which they are compatible 

Unti l Cassandra encounters an uncertainty, it proceeds 
in the same manner as other planners in the SNLP fam­
ily, using a means-ends analysis involving the alternation 
of two processes planning for open subgoals and avoid­
ing bad interactions An uncertainty is introduced into 
a plan when a subgoal is achieved by an effect with an 
unknowable precondition, and is noticed by Cassandra 
when its current plan becomes dependent upon a par­
ticular outcome of that uncertainty In effect the plan 
that has been built so far becomes a contingency plan 
for that outcome To build a plan that is guaranteed 
to succeed, Cassandra must also construct contingency 
plans for all other possible outcomes of the uncertainty 
it splits the plan into a set of branches, one for each pos­
sible outcome Cassandra labels the components in the 
existing plan to show that they depend on a particular 
outcome of the uncertainty, and introduces a new set, of 
goals for each other possible outcome The plan is thus 
not complete unt i l all the goals are achieved in every 
possible outcome This procedure is repeated whenever 
an uncertainty is encountered 

Once an uncertainty has been encountered and plan 
branches have been introduced, every new component 
(action or causal link) that is introduced into the plan 
is relevant only in some branches Each component is 
therefore labeled with the contingencies in which it fa­

cilitates goal achievement (these labels propagate back­
wards from the goals) and the contingencies in which 
it hinders goal achievement (these labels propagate for­
wards towards the goals) Labels of the latter type are 
introduced when an unsafe l ink is detected a causal link 
that is threatened by another effect (the clobberer) in the 
plan There are two standard methods for resolving an 
unsafe link in planners in the SNLP family separate the 
clobberer and the unsafe link by adding codesignation 
constraints ensuring that they don't unify, or reorder 
the actions in the plan to ensure that the clobberer oc­
curs outside the range of the l ink The first of these 
methods is extended in Cassandra another method of 
separating the clobberer from the unsafe l ink is to ensure 
that they only occur in different contingencies, resulting 
in plan components being labeled wi th contingencies in 
which they may not occur 

2 1 C a s s a n d r a ' s d e c i s i o n s 

When an agent executes a branching plan, it must at 
some point decide which branch to take Previous work 
has simply assumed that the agent wil l execute those 
steps that are consistent w i th the contingency that ac­
tually obtains [Warren, 1976, Peot and Smith, 1992] 
However, in order to know which contingency this is, 
an arbitrari ly large amount of work may be necessary in 
order to gather the information on which the decision 
is based [Pryor. 1994, 1995] For a plan to be viable, 
the planner must be able to ensure both that it wi l l be 
in a position to make the decision by acquiring the nec­
essary information, and that the information-gathering 
steps do not conflict wi th the rest of the plan 

Our approach to this problem is to treat decisions as 
explicit plan steps, along wi th the actions to acquire and 
evaluate information that support the decision making 
procedure Cassandra therefore adds an explicit deci­
sion step each t ime it encounters a new source of un­
certainty It is added to the plan along wi th ordering 
constraints ensuring that it occurs after the step with 
which the uncertainty is associated and before any step 
wi th a subgoal the achievement of which depends upon 
a particular outcome of the uncertainty 

In Cassandra, the action of deciding which contin­
gency to execute is modeled as the evaluation of a set 
of condition-action rules Each decision step in a plan 
is annotated wi th the set of rules that wi l l be used to 
make it To evaluate a decision rule, the executing agent 
must be able to determine whether the rule's antecedent 
holds Thus, the preconditions for the decision step must 
include goals to know the current status of each condition 
that appears as an antecedent of a rule in this condition 
The preconditions of a decision step become open condi­
tions in the plan in the same way as do the preconditions 
of any other step 

Since the intended effect of evaluating the decision 
rules is to choose the appropriate contingency given the 
outcome of a particular uncertainty, the conditions are 
intended to be diagnostic of particular outcomes of the 
uncertainty The agent cannot, of course, directly deter­
mine the outcome of an uncertainty, so it must infer it 
from the presence or absence of effects that depend upon 
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I n i t i a l when [KEYOS 8 0 I 2 ] 
(AND (AT KEY BDI2) (AT THING BOH) 

(IDT (AT KEY BOH)) 
( O T (AT THING BDI2) ) ) 

When [KEYOS BOK1] 
(AID (AT KEY BOX1) (AT THING B0I2) 

( O T (AT KEY B0 I2 ) ) 
( O T (AT THING B 0 I 1 ) ) ) 

other initial condit ion* 
St«p 1 (3) (DECIDE KEYOS) 

Parallel branches for KEYOS 
Step 2 (B) (PICK-UP BDX2) 
Step 3 (4) (PUT-DOWE DOOR) 
3 t t p 4 (2) (PICK-UP BOX1) 
Step B (1) (PUT-DOWS DOOR) 
Goal (AT KEY DOOR) 

3 -> (AT KEY DOOR) 10 [KEYOS B0X1] 
5 -> (AT KEY DOOR) 10 [KEYOS BOX 2] 

F igu re 1 Cassandra 's p lan to geT the key to the door 

t ha t ou tcome 
T h e m o s t s t r a i gh t f o rwa rd approach to cons t ruc t ing 

decision rules w o u l d be to make the antecedent for a 
g iven cont ingency be the con junc t ion of a l l the effects 
t h a t cou ld be expected to result f r om the relevant ou t ­
come of the uncer ta in ty However, th is turns ou t to be 
overk i l l In fact , i t need on ly be veri f ied t ha t the con­
t ingency p lan can succeed T h e decision rule antecedent 
for a con t ingency u thus the con junc t i on of all the d i rect 
effects of the re levant ou tcome tha t are used to establ ish 
subgoals in t h a t b ranch o f the p lan 

3 Cassandra's so lu t ion 
Cassandra solves the keys and boxes p rob lem by expl ic­
i t l y represent ing and reasoning abou t the under l y ing un ­
cer ta in ty o f the d o m a i n I t also per fo rms sensibly on rea­
sonable v a n at ions of the o r i g i na l p rob lem For instance, 
a p lanner t h a t w o u l d p roduce the same p lan for the prob­
lem despi te being g iven the ab i l i t y to see and d is t ingu ish 
object f l c lear ly cou ld no t be considered to be competent 
in th is d o m a i n Cassandra produces the correct p lan for 
th is case as wel l We consider Cassandra's approach to 
the two m a j o r par ts o f the p rob lem separately 

3 1 R e t r i e v i n g t h e k e y 

T h e re t r ieva l of the key presents two in terest ing issues 
the p lanner mus t be able to recognize how the uncer­
t a i n t y a b o u t the key's loca t ion affects i ts p lan to ac­
qu i re the key, and the p lanner mus t be able to recognize 
t h a t , in the absence of a m e t h o d for de te rm in ing the 
key's l oca t i on in advance, i t mus t t r y p ick ing the key up 
f r o m a l l the possible locat ions In general , uncer ta in ty 
affects a p lan when the achievement of a subgoal de­
pends on an o u t c o m e of the uncer ta in ty For example, 
the unce r ta in t y abou t the key's locat ion affects the keys 
and boxes p l a n j u s t because the opera tor for acqu i r ing 
the key ( p i c k u p ) depends on the locat ion o f the ob ject 
to be p icked up Were th is no t the case, the uncer­
t a i n t y w o u l d be i r re levant For example , i f the p lanner 
were g iven a goal to t r igger a rad io -cont ro l led b o m b tha t 
cou ld be in e i ther o f the two boxes, the uncer ta in ty about 

St«p 1 (4) (SCAN BOX1) 
S l i p 2 (7) (SCAN B0I2) 
Step 3 (3) (DECIDE KEYOS) 

(and (HOT (AT THING BOX1) 
(AT KEY BOX1) 
T) -> [KEYOS BOX1] 

(and ( I0T (AT THUG B0 I2 ) ) 
(AT KEY BOX2) 
T) -> [KEYOS B0X2] 

Step 4 (6) (PICK-UP B0X2) YES [KEYOS B0I2] 
■0 [KEYOS BOX1] 

steps labeled with the appropriate contingencies 

Figure 2 Par t of another p lan to get the key to the door 

tha t loca t ion w o u l d not affect the resu l t ing p lan Cas­
sandra recognizes when any given uncer ta in ty affects i ts 
p lans, i r re levant uncer ta int ies are s imp l y ignored du r i ng 
the p lann ing process 

A p lan is sound on ly i f i t achieves i ts goal for every 
possible ou tcome of each relevant uncer ta in ty There are 
two strategies for accompl ish ing th is the planner can 
make cont ingency plans for each ou tcome, and decide 
d u r i n g execut ion which should be executed, or i t can 
make cont ingency p lans for each ou tcome and execute 
them al l " i n pa ra l l e l " , hav ing de termined t ha t they do 
not interfere w i t h each other Cassandra pursues bo th 
these strategies, thus, when i t cannot f ind a p lan for 
m a k i n g an exp l i c i t decis ion, i t can f i nd one invo l v ing 
paral le l execut ion 

Cassandra's f l ex ib i l i t y is a result of i ts exp l i c i t repre-
sentat ion of decisions as p lan steps As wel l as the type 
of decision described above, in wh i ch rules are used to de-
termine which p lan branch should be executed, Cassan­
d ra can also use a type of decision in wh ich a l l branches 
are executed W h e n uncer ta in ty is encountered du r i ng 
the p l ann ing process, e i ther t ype may be used T h e de­
cision type affects the remainder of the p l ann ing process 
If the decision uses rules, the necessary knowledge pre-
cond i t ions mus t be added and threats can be resolved 
by ensur ing t ha t the c iobberer and the threatened l ink 
occur on ly in d i f ferent cont ingencies I f the decision is 
to execute al l p lan branches, no knowledge precondi t ions 
are added, and a l l steps and effects m u s t be compat ib le 
w i t h all others, regardless of wh i ch branch they are in 

F igure 1 shows the p lan Cassandra const ructs when 
given the goal of ge t t i ng the key to the door T h e i n i t i a l 
condi t ions state tha t either the key is in box1 and some­
t h i n g else is in box2 , or vice versa T h e p lan 's decision 
step says to execute b o t h branches in para l le l T h e goal 
is achieved separately in each con t ingency—for instance, 
step 3 w i l l no t achieve the goal i f the key was ong ina l l y 
in b o x l , b u t w i l l do so i f i t was in box2 

I f we give Cassandra a va r ian t of the p rob lem in wh ich 
i t has an ope ra t i on , scan , t ha t can be used to spot the 
locat ion of the key in advance, i t constructs a p lan in 
which the robo t f i rs t scans the area, then picks up the 
key f r o m the correct loca t ion F igure 2 shows pa r t of 
th is p lan T h e decision has two rules, one for each ou t ­
come of the uncer ta in ty T h e antecedents of the rules 
become knowledge precondi t ions for the decision step, 
and are achieved by the s c a n act ions In the o r ig ina l 
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problem, the lack of such a sensing operation makes it 
impossible to determine which contingency holds, which 
is why in that case Cassandra produces a plan calling for 
ail branches to be pursued at once 

3 2 A c q u i r i n g t h e r e d t h i n g 
A plan that wi l l fai l for some outcome of an uncertainty 
is unsound One approach to constructing a correct plan 
in the face of such an uncertainty is to ensure that the 
problematic outcome does not arise For example, con­
sider the classic example of drawing a ball from an urn 
from the planner's point of view, the outcome of the ac­
t ion is uncertain, since any of the available balls might 
be drawn If a plan cannot be elaborated to deal wi th 
the case in which, say, a black ball is drawn, then the 
planner's only alternative is to ensure that no black ball 
is present in the first place 

For a non-sensing robot, the action of picking an ob-
ject from a pile is identical to the problem of drawing a 
ball f rom an urn Since the robot cannot distinguish one 
object f rom another, it is unable to construct sound plans 
for cases in which it is attempting to pick up a needed 
object from a heterogeneous pile (unless, of course, any 
of the objects in the pile wi l l suffice for its purposes) 
The planner's only alternative in these cases is thus to 
enforce the condition that no object of the wrong type is 
present when it does a p ickup Cassandra uses a special 
construct, the one of construct, to represent the type of 
uncertainty found in this sort of situation One of the 
effects of the p ickup action is shown in figure 3, repre­
senting the fact that the action wi l l result in the robot 
holding one of the moveable objects that are present at 
the location at which the action is executed 

When Cassandra encounters a one of condition in a 
subgoal, it enumerates the objects that meet the type 
specification, in this case, all noveable objects These 
designate all possible outcomes of the uncertainty at­
tached to this construct (?? grab in the example) Since 
individual branches may be made impossible if the condi­
tions for their occurrence are not met, Cassandra main­
tains completeness by trying each possible combination 
of outcomes, adding sub goals to ensure that only the 
appropriate branches wil l occur In the example, these 
subgoals concern the presence or absence of the relevant 
objects at the specified location Of course, the combina­
tion with only one possible outcome effectively removes 
the uncertainty, and Cassandra recognizes that there is 
no need to add a decision into the plan in this case 

When Cassandra schedules an action to acquire a red 
thing by picking it up, it wi l l try to find contingency 
plans for outcomes in which it picks up some object other 
than that a red thing, but wi l l fail 4 The only alternative 

available is to make sure that no other objects are in the 
pile Thus, for every instance in which the robot must 
pick something up, Cassandra wi l l explicit ly ensure that 
no unwanted objects are present Figure 4 shows the 
relevant steps from the plan for the situation in which 
the key is in b o i l 

The construction of the correct plan for the keys and 
boxes problem follows directly from this Since it is im­
possible to construct a sound plan for the case in which 
the red thing is picked up from beside the door,6 the red 
thing must be picked up from another location, i e , from 
one of the boxes or from the table If a box is chosen, 
the constraint that the key not be at the p ickup location 
wil l again conflict, in a different way, wi th the schedul 
ing of the movement of the key, and the obvious plan of 
moving a red thing to the box, then moving the key to 
the door cannot be completed 6 In the plan involving 
the table, the constraint that the key is not on the table 
is unproblematic However, Cassandra must ensure that 
there is a red thing on the table, meaning that it must 
put one there To do this, it must possess a red thing, 
which it can get by picking it up from the pile by the 
door Since this operation can only succeed if the key is 
not by the door, it must be scheduled before the key is 
moved Thus, we get the plan red thing to table, key 
to door, red thing out 

4 Previous solutions 
There have been two previous attempts at solving the 
keys and boxes problem by Tate [1975] and Sacerdoti 
[1977] We discuss them in turn 

4 1 T a t e ' s s o l u t i o n 
Tate's planner, Interplan [1975], represents an early at­
tempt to solve the keys and boxes problem Tate explic­
i t ly recognized three important issues (1) actions have 

4 Cassandra can also construct an appropriate plan when 
there is a sensing action available 

5 If the red thing is picked up first, there will be no way to 
get out of the door, if the key is moved first, it will be in the 
pile before the pickup 

6 In fact, the less obvious plan of key to table, red thing to 
box, key to door, red thing to outnde works—and Cassandra 
can find it, but arrives at the simpler plan first 
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uncertain outcomes, (2) the robot cannoL tell which ob-
ject IS a key, and (3) the planner cannot keep track of 
what objects are at each location 

Although Tate recognized that uncertainty plays a key 
role in the problem, Interplan could not handle the gen­
eral case of actions with uncertain effects, but only the 
special case required by the problem picking up one of 
a set of objects at a location It did this by using sets 
in the representation of the preconditions and effects of 
its actions For example, a precondition of its p ickup 
action is that there is a subset of set X. of objects at the 
robot's location, the effect is that the robot is holding a 
subset of set I When the robot moves, the things that it 
is holding move wi th it Interplan's solution of the prob-
lem thus depended on a set-matching facility that can 
match patterns such as (subject X), (un ion X Y) and 
(setninus X Y) It also needed the ability to represent 
such knowledge as " I f a set of objects has some property 
P, then a subset of that set has that property " These 
facilities were not implemented Tate presents a simu­
lation of Interplan's solution to the problem Moreover, 
the implemented version of Interplan could not fully rep-
resent the ini t ia l conditions of the problem that the key 
is either in b o i l or in box2, and that all the objects at 
the door are red 

Interplan solved the problem of getting the key to the 
door by reasoning that a subset of the things at b o i l and 
a subset of the things at box2 must be at the door This 
reasoning is accomplished by way of a special e i t h e r o f 
construct the set matching facility should transform 
( a t (subset (either of A B)) door) into two condi­
tions, both of which must be achieved Cat (subset 
A) door ) and (at (subset B) door) Interplan could 
thus only handle uncertainty by executing plans for all 
contingencies at once, it could not build a plan wi th sep­
arate branches, only one of which should be executed 

Next, Interplan detected that it would run into trou­
ble if it tned to move the key to the door while holding 
the red thing It had several strategies that it could use 
in this situation it first tried to reorder the plan ac­
tions, but found this ineffective Its next strategy was to 
introduce another action into the plan that wi l l achieve 
the goal of holding the red thing, in this case picking it 
up from the table It is not clear from Tate's description 
how the table is chosen as the intermediate staging point 
rather than, say, either of the two boxes 

Interplan thus failed to provide a ful ly general solu­
tion to the keys and boxes problem It could handle 
only special cases of actions wi th uncertain effects, could 
not handle simple variants of the problem, and did not 
explicit ly reason about removing sources of uncertainty 

4 2 S a c e r d o t i ' s s o l u t i o n 
Sacerdoti [1977] describes in detail how his planner 
NOAH, can be made to handle the keys and boxes prob-
lem Because NOAH did not reason explicitly about 
uncertainty, the approach necessarily involves neither 
recognition of the uncertainties that characterize the 
problem nor explicit reasoning about methods for cop-
ing w i th these uncertainties As such, the solution is 

7 Bu t the behaviour of the set matcher was fully specified 

suspect from the start, a close examination of the de-
tails confirms this judgment 

NOAH 'S solution to the key acquisition problem is 
somewhat difficult to interpret The init ial state is rep-
resented as having "piles of keys" in both boxes (appar­
ently a pile is to be interpreted as something that may 
have zero size) When NOAH expands the subgoal of 
getting a key to the location of the door, it simply con­
structs an iterative plan to move items from both boxes 
to the door This can be interpreted as "compiling i n " a 
rather specific rule about how to acquire a single object 
from a set of possibly empty piles However, there is no 
obvious way in which NOAH would behave differently if 
it were known that the piles were all of non-zero size, 
in this case it would apparently sti l l pick up an object 
from each pile Thus, the approach at best trivializes 
the problem, and at worst leads to incorrect solutions of 
related problems Furthermore, there does not appear 
to be any representation of the fact that the key must 
be on one pile or the other, it thus does not appear that 
NOAH has any way of knowing if its plan wi l l succeed 
or an adequate rationale for planning to move the two 
piles 

The approach to the acquisition of the red thing is 
more complex The process proceeds as follows 

• Since the robot must possess a red thing in order to 
achieve the overall goal of the plan, NOAH schedules 
an action to pick one up, 

• N O A H realizes that the necessary action of moving 
the key wil l interfere wi th the goal to keep holding 
the red t lung that has been picked up 

• N O A H repairs this bug by scheduling an action to 
put the red thing down while it moves the key, 

• N O A H elects to have the robot put the red thing on 
the table, this choice being governed by a heuristic 
that says that objects should always be put down 
in the least crowded available place, 

• N O A H schedules an action to reacquire the red thing 
by picking it up from the table, followed by the ac­
tion of leaving the room 

There are several problematic aspects of this solu­
tion that deserve mention First, the solution depends 
serendipitously on the action of the "put things down 
in the least crowded place" heuristic The justification 
for this heuristic is unclear, since other alternatives such 
as putt ing the object in the nearest spot, or putt ing it 
back from whence it came seem equally sensible If NOAH 
were given a variant of the problem in which the pile of 
red things was init ial ly on the table, it would apparently 
pick one up, and then put it down in a less-crowded box, 
thus producing an unsound plan Worse yet, NOAH has 
method other than this heuristic of rejecting a plan in 
which the red thing were put back in the pile by the 
door 

Second, NOAH'S response to the perceived bug in its 
ini t ial plan—not being able to hold on to the red thing 
while moving the key—uses an apparently sub-optimal 
repair strategy The problem is an instance of the threat­
ened violation of a protection interval One of NOAH's 
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s t a n d a r d strategies in such cases is to const ra in the i n ­
te r fe r ing ac t i on to occur before the es tab l ishment o f the 
goa l , t h i s was te rmed p r o m o t i o n by C h a p m a n [1987] 
No t i ce t h a t p r o m o t i o n is in general preferable to the i n ­
t e r r u p t i o n s t ra tegy, since i t involves achiev ing the goa l 
o n l y once, ra ther t h a n achiev ing the goat, undo ing i t , 
a n d re-achiev ing i t * I t i s thus d i f f i cu l t to see why N O A H 
w o u l d elect to use the i n t e r r u p t i o n s t ra tegy, in fact , i t i s 
d i f f i cu l t to see w h y i t w o u l d have such a strategy 

One possible answer to th is quest ion is t ha t NOAH 
m i g h t use i n t e r r u p t i o n w h e n i t recognizes a s i t ua t i on in 
w h i c h , as in t he keys and boxes p r o b l e m , the use of p ro ­
m o t i o n w i l l no t lead to a correct p lan Once aga in , how-
ever, the knowledge necessary to make such a j u d g m e n t 
i s en t i re ly lack ing N O A H IS unab le to recognize the p rob -
l e m caused by heterogeneous pi les of ob jects , as far as 
i t i s concerned, were the bug repai red us ing p r o m o t i o n , 
the resu l t ing p l a n w o u l d be ent i re ly acceptable 

Sacerdot i 's approach to the keys and boxes p rob lem 
thus fai ls to come to g r ips w i t h e i ther o f the two interest­
ing aspects of the p r o b l e m A sound p lan is const ruc ted 
o n l y t h r o u g h a series of con t ingent accidents, and N O A H 
has no knowledge t h a t w o u l d a l low i t to reject unsound 
a l te rna t i ve p lans In shor t , i t cannot be considered a 
l eg i t ima te so lu t i on to the p rob lem 

5 Conclus ion 
Reasoning under unce r ta in t y is an i m p o r t a n t issue for 
any p lanner in tended to operate in rea l -wor ld domains 
We have const ruc ted a p lanner , Cassandra, t ha t is capa­
ble o f cons t ruc t i ng v iable plans in the face of uncer ta in ty 
Cassandra has a number of i m p o r t a n t proper t ies t ha t 
are no t f ound in other approaches to p l ann ing under un 
cer ta in ty Us ing Cassandra, we have produced the f i rst 
k n o w n so lu t ion to the keys and boxes chal lenge p rob lem, 
f i rst proposed by M ich ie over twenty years ago 

5 1 H o w C a s s a n d r a s o l v e s t h e p r o b l e m 

Cassandra's a b i l i t y to solve the keys and boxes p r o b l e m , 
and i ts var ian ts , s tems f r o m i ts general ab i l i t y to handle 
p lans affected by uncer ta in ty There are several aspects 
of Cassandra's approach t ha t lead to i ts success 

• Cassandra's representat ion of uncer ta in ty allows d i ­
verse phenomena to be t reated w i t h i n a. single 
f ramework A n y set o f i n i t i a l cond i t ions or opera­
tor effects can be v iewed as represent ing a l te rna t i ve 
po ten t i a l outcomes of a source of uncer ta in ty , each 
effect can also have convent ional precondi t ions, 

• For a g iven goa l , Cassandra can f ind plans t ha t are 
unaffected by a g iven cont ingency as wel l as plans 
t ha t are affected by t ha t cont ingency T h i s is be­
cause i t determines the relevance (or lack thereof) 

"The interrupt ion strategy might be justif ied as a response 
once execution of the plan has begun, ■ e , if the executing 
system has achieved a goal and subsequently discovers that it 
must execute an action that wi l l undo it When planning in 
advance, however, it is clearly preferable to avoid the conflict 
f rom the star t 

of a source of uncer ta in ty to i ts cur ren t p lan by wa i t ­
i ng u n t i l an ou tcome of t h a t unce r ta in t y is used to 
establ ish an effect in the p l a n , 

• Whenever Cassandra encounters an uncer ta in t 
t ha t i s relevant to i ts p lans , i t cons t ruc ts con t in ­
gency plans for each re levant ou tcome of the uncer 
t a i n t y , 

• A n y n u m b e r o f uncer ta in t ies can be hand led w i t h i n 
a single p lan 

• Because of the exp l i c i t representa t ion of decisions, 
Cassandra can cons t ruc t p lans i n v o l v i n g m a k i n g de-
cisions between di f ferent cont ingency p lans as wel l 
as those i n v o l v i n g execu t ing a l l cont ingency plans 
in pa ra l l e l , 

• Cassandra can recognize t h a t p lans i nvo l v i ng pick­
i ng an ob jec t f r o m a heterogeneous p i le in the keys 
and boxes w o r l d are unsound because i t recognizes 
when i t is imposs ib le to p lan for a relevant con t in 
gency 

• Us ing the one of cons t ruc t , Cassandra can repre-
sent the s i t ua t i on in wh ich di f ferent possible ou t 
comes of a g iven unce r ta in t y are cont ingent on d i f 
ferent antecedent cond i t i ons For example , i t can 
represent the unce r ta in t y o f d r a w i n g a ba l l f r o m 
an u r n , where the a l te rna t i ve ou tcomes—par t i cu la r 
bal ls t h a t m i g h t be d r a w n — d e p e n d upon di f ferent 
j n i t i a l cond i t i ons—whe the r a g iven ba l l is in the urn 
before the d r a w , 

• Cassandra considers p lans t h a t avo id po ten t i a l ou t 
comes of an uncer ta in ty Since i t can p lan to rule 
o u t outcomes as wel l as p l a n n i n g to achieve i ts goal 
in the face of ou tcomes, i t can exhaust ive ly consider 
v iab le p lans for dea l ing w i t h a pa r t i cu la r source of 
unce r ta in t y 

M a n y of these capab i l i t ies are un ique to Cassandra 
Other recent p lanners t h a t address issues connected w i t h 
uncer ta in ty are S E N S p [E tz ion i et al , 1992], C N L P [Peot 
and S m i t h , 1992] and C - B U R I D A N [Draper et al, 1994] 
None of these has a fu l l y general representat ion for un 
cer ta in ty [Pryor and Co l l i ns , 1993] None of t hem can 
handle uncer ta in ty when i t is imposs ib le to sense the ac­
tua l ou tcome t h a t has occur red , as is the case in the keys 
and boxes d o m a i n , and none can a l low for the execut ion 
o f cont ingency branches in para l le l To our knowledge, 
Cassandra is the on ly p lanner to consider r u l i n g ou t po­
ten t ia l outcomes by ensur ing they canno t occur, and no 
o ther p lanner can represent the type of uncer ta in ty for 
wh ich Cassandra uses the o n « o f cons t ruc t 

5 2 O p e n i s s u e s 

T h e app l i ca t i on o f Cassandra to the keys and boxes p rob -
lem h igh l i gh t s several general open issues in p l a n m n 
under uncer ta in ty Space p e r m i t s o n l y a br ie f glance at 
some of these 

F i rs t , i t is po ten t i a l l y ex t reme ly ineff ic ient for Cas-
sandra to consider every ob jec t in a g iven p i le as rep-
resent ing a d i f ferent a l te rna t i ve ou tcome of the uncer­
t a i n t y invo lved i n p i ck ing some th ing up f r o m t h a t p i le , 
since in m a n y instances d i f ferent ob jec ts ID the p i le ma 
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function identically as far as the planner is concerned 
For example, in the keys and boxes problem it does not 
matter which red thing is picked up In other words, red 
things form an equivalence class for this problem, and 
the planner need only reason about the outcome of pick­
ing up a generic red thing The ability to spot equiv­
alence classes among uncertain outcomes is one that 
would prove highly useful 

Second, the one of construct, like the f o r a l l con­
struct suggested by Pednault [1989] and implemented 
by Penberthy and Weld [1992] ranges over every object 
of a given type defined in the planning universe Ex­
plicit consideration of all of these objects may represent 
a tremendous amount of overhead in a crowded universe 
The planner should have some filter that allows objects 
that are technically in the scope of a oneof or f o r a l l to 
be considered explicit ly only when there is some reason 
to do so 

Th i rd , Cassandra exhibits the problem of exhaustive 
search faced by all classical planners The introduc­
tion of contingency plans and, especially, the prolifer­
ation of choices resulting from the handling of the oneof 
construct, increase the size of the search space enor­
mously Wi thout effective domain-independent search 
heuristics, plans for even simple problems take an im­
practical length of time to construct One way of reduc­
ing this problem would be to merge plan branches t l i i t 
consist of the same actions unfortunately, this turns out 
to be extremely com plex (see [Pryor and Collins, 1993]) 

Finally, Cassandra cannot in principle achieve an ex­
plicit, general understanding of the problem that hetero­
geneous piles pose for the non-sensing robot—every time 
it considers doing a pickup from such a pile during plan 
construction, it in effect rediscovere the same problem 
A better approach would be to incorporate a mechanism 
whereby the planner could formulate a general descrip­
tion of the problem once, and recognize it quickly when­
ever it recurred (this is in the spirit of Sussman [1975], 
see [Collins et al, 1991] for ideas about how to formulate 
this sort of genera] problem characterization) 

Future work wil l tackle these and other central issues 
in the design of planners that can cope with uncertainly 
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