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Abs t rac t 
We present a simple circumscript ive method for 
formal iz ing actions w i th indirect effects ( rami f i ­
cat ions), and show tha t , in several examples, al l 
second-order quantif iers can be el iminated f rom 
these formal izat ions using existing techniques 
for comput ing circumscript ions. One of the two 
symbol ic computa t ion methods employed here 
is a generalization of predicate complet ion and 
the other is based on the S C A N a lgor i thm. The 
s impl ic i ty of our new approach to representing 
actions is due to the use of the formal ism of 
nested abnormal i t y theories. 

1 I n t r o d u c t i o n 
Solving the f rame prob lem—the problem of represent­
ing succinctly what remains unchanged as a result of 
per forming an act ion—is one of ma jo r challenges in the 
logical approach to Ar t i f i c ia l Intell igence. Th is problem 
was one of the mo t i va t i ng factors behind the emergence 
of several nonmonotonic formal isms in the 1980s. It has 
led, in par t icu lar , to the development of c i rcumscr ipt ion 
in [McCar thy, 1980] and [McCarthy, 1986]. Circumscr ip-
t ion is a syntact ic t ransformat ion that expresses a m i n ­
ima l i t y property of models. The idea was to solve the 
f rame problem by postu la t ing tha t , whenever an action 
is executed, the "difference" between the two states of 
the wor ld , before and after the event, is m in ima l . How­
ever, the s t ra ight forward formal izat ion based on this idea 
turned out to be inadequate [Hanks and McDermot t , 
1987]. 

In this paper, we present a simple formal izat ion of ac­
t ions using the f ramework of nested abnormality theories 
(NATs) [Li fschi tz, 1995], a formal ism based on c i rcum­
scr ip t ion. The m a i n feature of this framework is tha t 
the effects of various circumscr ipt ions are confined to the 
parts of the ax iom set called "blocks." As a result, the 
c i rcumscr ipt ions tha t solve the frame problem become 
rather s imple, and, in several examples, we w i l l be able to 
e l iminate a l l thei r second-order quantif iers using exist ing 
techniques for compu t ing circumscript ions. These exam­
ples involve actions w i t h indirect effects and, in one case, 
these effects are nondeterminist ic . One of the two meth­
ods for compu t ing circumscript ions employed here is a 

generalization of predicate complet ion [Lifschitz, 1993] 
and the other is based on the S C A N a lgor i thm [Gabbay 
and Ohlbach, 1992]. 

The idea behind the approach to the frame problem 
presented here is closest to tha t of Wins le t t [1988]. The 
main difference is tha t Wins le t t ' s formal izat ion is in 
terms of theory update, and ours includes the fu l l ex­
pressive power of the s i tuat ion calculus. Combin ing the 
ideas of [Winslet t , 1988] w i th the s i tuat ion calculus is 
achieved by the use of NATs . 

Another closely related direct ion of research is de­
scribed in [L in and Shoham, 1991] and [L in and Reiter, 
1994], Central to the formal izat ion presented there is a 
m in ima l i t y condi t ion formulated in terms of models. To 
obta in meaningful conclusions w i t h their formal izat ion, 
L in , Shoham and Reiter need to impose certain consis­
tency condit ions and on include certain "tree axioms" 
( that impose a tree structure to the universe of situa­
t ions). In contrast, the use of c i rcumscr ipt ion described 
in this paper allows us to dispense w i t h the consistency 
condit ions and the tree axioms. 

Also, this paper differs f rom earlier work in tha t we in­
vestigate the appl icabi l i ty of symbol ic methods to com­
put ing the circumscript ions involved in the solut ion to 
the frame problem—an issue not considered by Wins le t t 
or by L i n , Shoham and Reiter. 

The rest of the paper is organized as fol lows. In the 
next two sections, we review the not ion of a causal the­
ory introduced in [L in and Reiter, 1994] and give a few 
examples. Section 4 introduces the new formal izat ion. 
In Section 5, we i l lustrate via examples how the effect of 
circumscript ions can be computed by syntact ic manip­
ulat ions and using S C A N . In Section 6, we relate this 
paper to action languages [Gelfond and Lifschitz, 1993] 
and indicate directions for fu ture work. 

For the terminology and notat ion related to c i rcum­
scr ipt ion, the reader is referred to [Li fschitz, 1993]. 

2 C a u s a l T h e o r i e s 

For clar i ty, we w i l l present the new fo rmal iza t ion in the 
context of a simple class of theories called "causal." Th is 
class of theories is essentially the same as tha t defined 
in [L in and Reiter, 1994]. 

The formal ism is based on the s i tuat ion calculus [Mc­
Car thy and Hayes, 1969]. Consider a f i rst-order language 
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w i t h object variables for situations and actions, and pos­
sibly variables of other sorts. In this section, by s we w i l l 
denote a s i tuat ion variable, by a an action variable, and 
by x, y tuples of d ist inct variables of other sorts. The 
nonlogical constants of the language are 

• b inary funct ion constant Result; Result(a,s) is the 
s i tuat ion obtained by performing action a in situa­
t ion s; 

• b inary predicate constant Poss; Poss(a, s) expresses 
that it is possible to execute a in s i tuat ion s; 

• funct ion constants (some of them possibly of ar i ty 
0) called action symbols; for an action symbol A, 
A(x) is an action te rm; 

• predicate constants called fluent symbols; for a f lu­
ent symbol F, F(x,s) is an atomic formula. 

A language of this k ind w i l l be called a causal language. 
T w o groups of axioms w i l l be allowed in a causal 

theory—"effect axioms" and "ramif icat ion constraints." 
In order to describe the syntactic form that these axioms 
may have, we need the fol lowing def in i t ion. A formula 
Φ is a simple state formula if every occurrence of a sit­
uat ion te rm in Φ is an occurrence of the same variable 
s as the last argument of a fluent symbol . Clearly, So, 
Result and Poss cannot occur in a simple state formula. 

A set of axioms in a causal language is a causal theory 
i f i t consists of 

• some effect axioms of the forms 

(!) 
where Vf(x, a, s) is a simple state formula, 

• some rami f icat ion constraints, that are assumed to 
be simple state formulas that do not contain action 
terms. 

3 Examples 
We w i l l now i l lustrate the definit ions introduced so far 
w i th a few examples. The first example is reproduced 
f rom [L in and Reiter, 1994]. 

E x a m p l e 1. Consider a blocks wor ld domain in which 
the only actions possible are paint ing blocks w i th differ­
ent colours. To describe this domain , we first introduce 
an act ion te rm paint(x,y) that stands for the action of 
pa in t ing block x w i t h colour y. The fol lowing effect ax­
iom describes what this action does: 

Poss(paint(x,y),s) colour (x, y, Result(paint(x, y), s)). 

Note tha t this ax iom can be rewr i t ten as 

Pos$(a, s) [a = paint(x, y) colour(x, y, Result(a, s))] 

so that it w i l l have the fo rm of the effect axioms given 
in (1). 

The only rami f ica t ion constraint that we have for this 
domain is tha t a block can have jus t one colour. This 
constraint is expressed by the simple state formula 

(2) 

Our intent ion is tha t , in view of the rami f icat ion con­
straint , the action of paint ing a block w i t h a new colour 
should have the indirect effect of mak ing the o ld colour 
disappear. 

E x a m p l e 2. The "murder mystery" f rom [Baker, 1991] 
can be formalized by the effect axioms 

and the constraint 

i 

E x a m p l e 3. Consider a table d iv ided in to three sec­
tors F, G and H. A block is always in exactly one of 
these three locations. There is an action A, which, if 
performed when the block is in locat ion F, moves it out 
of that locat ion. Hence, after the action is performed, 
the block is in location G or H, bu t we do not know 
which. Thus, this is a domain where the indirect effects 
are nondeterminist ic. 

To represent this domain as a causal theory, we in t ro­
duce three fluents F, G and H. The only effect ax iom 
is 

The constraints are 

4 Turning a Causal Theory into an 
Abnormali ty Theory 

In nested abnormal i ty theories, as defined in [Lifschitz, 
1995], parts of the ax iom set can be grouped in to 
"blocks" of the form 

where C1,. . . , Cm are funct ion and/or predicate symbols 
(said to be "described" by the block) and are 
formulas. Typical ly , some of these formulas contain the 
predicate constant Ab. Such a block corresponds to the 
circumscript ion of 
varied: 

There can b'. several such blocks in the theory. More­
over, blocks can be "nested" in the sense that each Φ, can 
be itself a block. Th is possibi l i ty corresponds roughly to 
the use of priorit ies in t radi t ional applications of c i rcum­
script ion. In this paper, we discuss abnormal i ty theories 
w i th a part icular ly simple structure—the circumscrip-
t ion operator is applied in them only once, so that no 
nesting of circumscriptions is possible. The reader fa­
mi l iar w i th the idea of c i rcumscript ion w i l l f ind i t easy 
to understand these examples wi thout a detailed review 
of the general formal ism. 
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Let us assume that the signature and the axiom set of 
the given causal theory T are finite. We wil l denote the 
set of fluent symbols of T by F, the set of its effect propo­
sitions by E and the set of its ramification constraints 
by C. The language of the abnormality theory Tab cor­
responding to T includes, in addition to the variables of 
the sorts available in T, variables for "aspects." Aspects 
wil l serve as arguments of the abnormality predicate Ab. 
This device, proposed in [McCarthy, 1986], allows us to 
distinguish between different kinds of abnormality: an 
object abnormal in one "aspect" can be normal in an­
other. For every fluent symbol F of T, we wil l need a 
new function symbol AspF. 

For every fluent symbol F, Tab wi l l include the axiom 
FR(x,a,s) = F(x,Result(a,s)), (3) 

where FR ("F-Result") is a new predicate constant. 
These axioms can be viewed as explicit definitions of the 
constants FR. Using these constants, the effect axioms 
(1) can be rewritten as 

(4) 
(5) 

The set of formulas obtained in this way from the effect 
axioms in E wi l l be denoted by E R . 

The "commonsense law of inertia" can be expressed 
in this notation by the formulas 

for all F € F, which formalize the idea of minimal 
change. We wil l denote this set of formulas by I. 

Each ramification constraint wil l have a counterpart, 
obtained from it by replacing each atomic part F(t,s) 
(where t is a tuple of terms) with FR ( i ,a ,s) for a fixed 
action variable a. For instance, the counterpart of the 
ramification constraint (2) is 

The set of formulas obtained in this way from the con­
straints in C wil l be denoted by CR. 

We also introduce unique names axioms for actions 
and aspects. They are the formulas 

AspF(x) = AspF(y) D x = y 

for arbitrary pairs of distinct action symbols A, A' and 
for arbitrary pairs of distinct fluent symbols F, F'. We 
denote this set of formulas by UNA. 

The axioms of the abnormality theory Tab are: 

Here FR stands for the list of all predicates FR. 
Note the use of FR instead of Result in the range of cir­

cumscription. The intuition behind this style of describ-
ing actions can roughly be explained as follows. When 
we use circumscription to determine the effect of an ac­
tion a on a fluent in a situation s, the only two situations 
that are of interest are the situation s and the situation 
obtained by performing the action a in s—for instance, 
we do not want to consider the sequence of actions that 
lead to situation s nor do we wish to consider what hap­
pens afterward. The new formalization achieves this by 
"removing" the Result function from the range of cir­
cumscription. In this part of the axiom set, we accept 
the local "theory update" view, as in Winslett's work. 

According to the semantics of nested abnormality the­
ories [Lifschitz, 1995], the block at the end of the axiom 
set stands for the axiom formed as follows. Let Φ be the 
universal closure of the conjunction of all three groups 
of formulas included in the block. Denote the circum­
scription 
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5 Comput ing Ramifications 
In this section, we illustrate via examples how exist­
ing methods for computing circumscriptions can be em­
ployed in conjunction with the formalization presented 
above. 

5.1 C o m p l e t i o n 
In many case, it is possible to compute the effects of 
actions using the syntactic methods for computing cir­
cumscriptions from [Lifschitz, 1993]. As an il lustration, 
we wil l consider computing the circumscription from Ex­
ample 1 in some detail. 

We wil l have occasion to use the following propositions 
from [Lifschitz, 1993]. 



Lemma 3 shows tha t c ircumscript ion can be some­
t imes evaluated by a process simi lar to the predicate 
complet ion a lgor i thm f rom [Clark, 1978]. 

Let Φ be the conjunct ion of the universal closures 
of formulas (u), (vi) and (vii) f rom the nested abnor­
ma l i t y theory Tab (Section 4). By the definit ion of the 
semantics of nested abnormal i ty theories, the block at 
the end of Tab stands for the formula Bab C(ab) where 
C{Ab) stands for CIRC[Φ;Ab\ colour R]. By Lemma 1, 
this c i rcumscr ip t ion is equivalent to the conjunct ion of Φ 
and CIRC[3colour Φ].1 Using Lemma 2, it is easy 
to e l iminate the second-order quantif ier in the formula 
3COIOUR Φ. Af ter a few simpl i f icat ion steps, we can use 
Lemma 3 to show tha t , in the presence of axioms (i)-
(iv), C(Ab) is equivalent to the conjunct ion of Φ and the 
fo l lowing expl ic i t def in i t ion for Ab: 

I t fol lows tha t Tab is equivalent to the conjunct ion of 
formulas (i)-(iv), (vi), (vii) and the result of substi­
t u t i ng this expression for Ab in (v). The result of this 
subst i tu t ion is essentially the conjunct ion of all "frame 
axioms" tha t are needed in conjunct ion w i th the causal 
theory of Example 1. We see that syntactic methods of 
comput ing circumscr ipt ions can be employed to generate 
the necessary f rame axioms. 

The effect of the circumscript ions in Examples 2 and 
3 can be computed in a s imi lar way. 

5 . 2 S C A N 
S C A N [Gabbay and Ohlbach, 1992] is an algor i thm for 
e l im ina t ing second-order quantif iers over predicate vari­
ables P1,.. . ,Pn in formulas of the fo rm 3P1 .. Pn Φ 
where Φ is a first-order formula. If SCAN terminates, 
then the resul t ing fo rmu la is equivalent to the original 
fo rmula . 

Recall t ha t C I R C [.A; P; Z], the circumscript ion of the 
predicate P in fo rmu la A w i t h the functions and/or pred­
icates in the tup le Z var ied, is the sentence 

1To simplify notation, we use colourR both as a predicate 
constant and predicate variable. 

( a l l x a l l y a l l xa a l l xs ( 
( - p (asp (x , y ) , xa , xs ) f t Poss(xa,xs)) -> 

( c ( x , y , x s ) <-> R ( x , y , x a , x s ) ) ) ) . 
( a l l x a l l y a l l xa a l l xs ( 

(Poss(xa.xs) f t (xa = p a i n t ( x . y ) ) ) -> 
R ( x , y , x a , x s ) ) ) . 

( a l l x a l l y1 a l l y2 a l l xa a l l xs ( 
( ( R ( x , y l , x a , x s ) f t R (x , y2 , xa , xs ) ) -> 

( y l = y2> ) ) . 
( a l l x f a l l xa a l l xs ( p ( x f , x a , x s ) -> 

A b ( x f , x a , x s ) ) ) . 
(ex i s t s xf ex i s t s xa e x i s t s xs ( 

- p ( x f , x a , x s ) f t A b ( x f , x a , x s ) ) ) . 
( a l l x l a l l y l a l l x2 a l l y2 ( 

( p a i n t ( x l , y l ) = p a i n t ( x 2 , y 2 ) ) -> 
( ( x l = x2) f t ( y l = y 2 ) ) ) ) . 

( a l l x l a l l y l a l l x2 a l l y2 ( 
( a s p ( x l , y i ) = asp(x2,y2) ) -> 

( ( x l = x2) f t ( y l = y 2 ) ) ) ) . 
( a l l x a l l y l a l l y2 a l l xs ( 

( c ( x , y l , x s ) f t c ( x , y 2 , x s ) ) -> 
( y l = y 2 ) ) ) . 

( a l l x (x = x ) ) . 

In the above formulas, R stands for colour^ and c 
stands for colour. The first three formulas are direct 
encodings of (v), (vi) and (vii). The next two formulas 
express that p < Ab. The next four are not a part of 
the circumscript ion formula; they are included to help 
SCAN simpl i fy its output . Of these, the f irst three are 
formulas (i), (ii) and (Hi) of the N A T . 

SCAN produces the fol lowing 14 clauses as its ou tpu t 
( in 1.6 seconds on a Sun 4). 

2 For more information on the implementation, see ht tp: 
/ /www. mpi -sb .mpg.de /gu ide /s ta rT /oh lbach/scan/scan. h tml 
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In the set of clauses above, the expressions beginning 
w i t h $ are Skolem constants introduced by SCAN in the 
process of convert ing the input into clauses, and the sym­
bol I stands for V. 

By unskolemizing ( that is, appending an existential 
quanti f ier to) this set of clauses, negating them, conjoin­
ing them w i t h the axioms outside the block and s impl i fy­
ing them, we can get an expl ic i t def ini t ion of Ab identical 
to the fo rmu la obtained in Section 5 .1 , and consequently 
the frame axioms. 

Some of this process of s impl i f icat ion of the set of 
clauses and e l im ina t ion of Ab can be automated. For 
instance, to e l iminate the redundant clauses, SCAN can 
be directed to t r y to derive each newly generated clause 
f rom the others for a f ixed amount of t ime. In addi­
t ion , S C A N can e l iminate Ab f rom the simpli f ied set of 
clauses. 

The causal theory corresponding to Example 2 is 

In these clauses, L stands for Load, Lo for Loaded and L o r 
for Loaded R, Al for Alive and A i r for Alive R. Rewr i t ing 
the first one as 

makes it clear tha t this a negative f rame ax iom for 
Loaded. Simi lar ly, the second one can be rewr i t ten as 

a positive frame ax iom for Alive. Frame axioms of a 
simi lar and easy to comprehend fo rm were generated for 
the other fluents also. 

In Example 3, S C A N was used to generate the f rame 
axioms in a s imi lar way. 

6 Discussion 
In [Giunchigl ia et al., 1995], the method for represent­
ing actions f rom Section 4 is used to define a t ranslat ion 
f rom the high-level action language .AR to NATs . In 
some ways, AR is more expressive than the language 
of causal theories f rom Section 2; for instance, it in­
cludes nonproposi t ional fluents. In other ways, it is less 
expressive—in AR, actions have no parameters, such as 
x and y in paint (x, y). The ma in difference between AR 
and the language of causal theories, however, is tha t the 
former has a semantics, based on the not ion of a transi­
t ion funct ion. The t ranslat ion f rom [Giunchig l ia et al., 
1995] is complete relative to this semantics. 

We have presented evidence that this approach to for­
mal iz ing actions leads, in some cases, to the c i rcumscr ip-
tions that can be evaluated using the predicate comple­
t ion method or the SCAN a lgor i thm. One of these ex­
amples (Example 3) involves a " ternary state constra int" 
in the sense of Section 3.1 of [Pinto, 1994] and thus is 
not amenable to the methods developed there for the 
generation of successor state axioms in the case when all 
constraints are binary. 

Our plans for the future include the development of 
an experimental program that uses S C A N for the com­
pletely automated generation of f rame axioms. For this 
purpose, the s impl i f icat ion procedure used current ly in 
S C A N w i l l need to be enhanced. 

The set of formulas produced by S C A N is equivalent 
to the formula input to S C A N , if the algorithm termi­
nates. Hence, even if we know tha t a given second-order 
fo rmula is equivalent to some first-order fo rmu la , there 
is no guarantee that SCAN w i l l ever f ind i t . I t would be 
interesting to isolate classes of act ion domains for which 
i t can be proved that S C A N terminates when applied to 
the corresponding circumscr ipt ive theory. 

Acknowledgements 
We would l ike to thank Enrico Giunch ig l ia , Fangzhen 
L i n , Norman McCa in , Ray Reiter and Hudson Turner 
for useful discussions on the topic of reasoning about ac­
t ions. Special thanks to Thorsten Engel and Hans Juer-
gen Ohlbach for mak ing the imp lementa t ion of SCAN 
available to us. Th is research was supported in par t by 
Nat iona l Science Foundat ion under grant IRI -9306751. 

1974 TEMPORAL REASONING 



References 
[Baker, 1991] A n d rew Baker. Nonmonotonic reasoning 

in the f ramework of s i tuat ion calculus. Artificial In­
telligence, 49:5-23, 1991. 

[Clark, 1978] Ke i t h Clark. Negation as fai lure. In Herve 
Gal laire and Jack Minker , editors, Logic and Data 
Bases, pages 293-322. Plenum Press, New York, 1978. 

[Gabbay and Ohlbach, 1992] Dov Gabbay and Hans J. 
Ohlbach. Quant i f ier e l iminat ion in second-order pred­
icate logic. In Bernhard Nebel, Charles Rich, and 
W i l l i a m Swartout , editors, Proc. of the Third Int'l 
Conf. on Principles of Knowledge Representation and 
Reasoning, 1992. 

[Gelfond and Lifschitz, 1993] 
Michael Gelfond and V lad im i r Lifschitz. Represent­
ing action and change by logic programs. Journal of 
Logic Programming, 17:301-322, 1993. 

[Giunchigl ia et al., 1995] Enrico Giunchigl ia, G. Nee-
lakantan Ka r tha , and V lad im i r Lifschitz. Actions wi th 
indirect effects (extended abstract). In Working Notes 
of the Symposium on Extending Theories of Actions, 
1995. 

[Hanks and McDermo t t , 1987] Steve Hanks and Drew 
McDermo t t . Nonmonotonic logic and temporal pro­
ject ion. Artificial Intelligence, 33(3):379-412, 1987. 

[Lifschitz, 1993] V lad im i r Lifschitz. Circumscr ipt ion. In 
D . M . Gabbay, C.J. Hogger, and J.A. Robinson, ed­
i tors, The Handbook of Logic in AI and Logic Pro­
gramming, vo lume 3, pages 297-352. Oxford Univer­
sity Press, 1993. 

[Lifschitz, 1995] V lad im i r Lifschitz. Nested abnormal i ty 
theories. Artificial Intelligence, 1995. To appear. 

[L in and Reiter, 1994] Fangzhen L in and Raymond Re-
iter. State constraints revisited. Journal of Logic and 
Computation, Special Issue on Actions and Processes, 
4(5):655-678, 1994. 

[Lin and Shoham, 1991] Fangzhen 
L in and Yoav Shoham. Provably correct theories of 
act ion. In Proc. of the Ninth National Conference of 
Artificial Intelligence, pages 349-354, 1991. 

[McCar thy and Hayes, 1969] 
John McCar thy and Patr ick Hayes. Some philosoph­
ical problems f rom the standpoint of art i f icial intel l i ­
gence. In B. Meltzer and D. Michie, editors, Machine 
Intelligence, vo lume 4, pages 463-502. Edinburgh Uni ­
versity Press, Ed inburgh , 1969. 

[McCarthy, 1980] John McCarthy. Circumscr ipt ion—a 
fo rm of non-monotonic reasoning. Artificial Intelli­
gence, 13 ( l - 2 ) :27 -39 , 1980. 

[McCarthy, 1986] John McCarthy. Appl icat ions of cir­
cumscr ip t ion to formal iz ing common sense knowledge. 
Artificial Intelligence, 28(1):89-116, 1986. 

[Pinto, 1994] Javier A. Pinto. Temporal reasoning in the 
s i tuat ion calculus. Ph . D. thesis, University of Toronto 
(available as Technical Report KRR-TR-94-1 ) , 1994. 

[Winslet t , 1988] M arianne Wins le t t . Reasoning about 
action using a possible models approach. In Proc. of 
AAAI-88, pages 89-93, 1988. 

KARTHA AND LIFSCHITZ 1975 


