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Abstract 
Ever since STRIPS was first introduced (Fikes 
and Nilsson [3]), i ts logical semantics has been 
problemat ic. There have been many proposals 
in the l i terature (e.g. Lifschitz [4], Ero l , Nau 
and Subrahmanian [2], Bacchus and Yang [ l ] ) . 
These all have in common a reliance on meta-
theoretic operat ions on logical theories to cap­
ture the add and delete lists of STRIPS oper­
ators, b u t i t has never been clear exactly what 
these operations correspond to declaratively, 
especially when they are applied to logically in ­
complete theories. In this paper we provide a 
semantics for STRIPS- l ike systems in terms of 
a purely declarative s i tuat ion calculus axiom-
at izat ion for actions and their effects. On our 
view, STRIPS is a mechanism for comput ing 
the progression (L in and Reiter [6], Pednault 
[8]) of an in i t ia l s i tuat ion calculus database un­
der the effects of an act ion. We i l lustrate this 
idea by describing two different STRIPS mech­
anisms, and prov ing their correctness w i t h re­
spect to their s i tuat ion calculus specifications. 

LIN AND REITER 2001 



2002 TEMPORAL REASONING 



Our semantics for STRIPS systems is indirect; we de­
fine certain classes of theories in the si tuat ion calculus 
and show how to associate suitable STRIPS systems w i th 
those theories. On ly STRIPS systems associated w i th 
such s i tuat ion calculus theories w i l l , on our account of 
STRIPS, be assigned a semantics. This leaves many 
STRIPS systems (namely those w i thout an associated 
s i tuat ion calculus theory) w i thou t a semantics; we are 
not very distressed by th is , given tha t STRIPS systems, 
in their fu l l generality, do not current ly have coherent 
semantics anyway. 

3 T w o V e r s i o n s o f S T R I P S 
The STRIPS systems we derive apply only to a restricted 
class of s i tuat ion calculus action theories for which the 
successor state axioms have a part icular syntactic form, 
which we now define. A successor state axiom is context 
free i ff it has the fo rm: 

(1) 
Here the A's and B's are funct ion symbols of sort action, 
not necessarily distinct from one another. The E and 
ff are sequences of d ist inct variables which include all 
of the variables of x\ the remaining variables of the £ 
and n are those being existential ly quanti f ied by the v 
and w, respectively, x could be the empty sequence.3 

The successor state axioms of our runn ing blocks world 
example are context free. The fol lowing successor state 
ax iom is not context free: 

Th is is because the act ion tiptable does not have a: as a 
parameter. 

The STRIPS systems which we shall characterize wi l l 
be for languages L2 whose only funct ion symbols of sort 
object are constants. Therefore, consider a ground action 
te rm a, and the context free successor state axiom (1) 
for f luent F, relat iv ized to the in i t ia l state So- How 
does a affect the t r u t h value of fluent F in the successor 
state do(a, S0 )? By the unique names axioms for actions, 
together w i t h the assumption that the successor state 
axioms are context free, this relat ivized axiom wi l l be 
logically equivalent to a sentence of the form: 
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The consistency condi t ion (3) deserves a br ief expla­
nat ion . Fol lowing Pednaul t [9] and Schubert [14], Reiter 
[ l l ] provides a solut ion to the frame problem in the ab­
sence of state constraints which syntact ical ly transforms 
a pair of effect axioms for a given fluent F into a succes­
sor state ax iom for F. The effect axioms are assumed to 
have the syntact ic forms: 

and 

Reiter applies the explanation closure idea of Schubert 
[14] to obta in the fo l lowing frame axioms for F: 

The successor state ax iom (4) is logically equivalent to 
the conjunct ion of the above four sentences, whenever 
the consistency condi t ion (3) holds. Notice that the 
consistency condi t ion makes good sense: If i t were v i ­
olated, so tha t for some X,A,S we have Pos$(A,S), 

, and , then we could derive an 
immediate inconsistency f rom the above two effect ax­
ioms. 

It is easy (but tedious) to verify tha t each f luent of 
Example 1.1 satisfies the consistency condi t ion. 

In keeping w i t h our i n tu i t i on that STRIPS systems are 
mechanisms for progressing s i tuat ion calculus databases, 
we want now to characterize the result of progressing 
Ds0 under the effects of the ground act ion a in the case 
of act ion theories of the above k ind . Th is turns out to 
be easy, since the necessary work has already been done 
(L in and Reiter [6), Section 6) . 

Let S be the fo l lowing set of sentences: 

1. In i t ia l ize S to is state independent} . 

2. For each fluent F do (w i th reference to the instance 
(2) of F 's successor state ax iom): 

(a) A d d to S the sentence 
l , . . . , m . 

(b) For each ground instance J add 
to S the sentence , whenever 
C is a tup le of constants different f rom each 

. . , n . (Here, we invoke the unique 
names axioms for constants of sort object). 

(c) A d d to S the sentence 
l , . . . , n . 

(d) For each ground instance 
add to S the sentence I, when­
ever C is a tuple of constants different f rom 
each X ( i ) = l , . . . , m . (We again invoke the 
unique names axioms for constants of sort ob­
ject) . 

The resul t ing set S enjoys the proper ty tha t S U Vuna 

is a progression of Ds0 under act ion (L in and Reiter 

[6], Theorem 4).5 Moreover, the state dependent sen­
tences of S are al l ground l i terals, and the results of L i n 
and Reiter [6] guarantee t ha t S contains no pair of com­
plementary l i terals. It follows tha t S can serve as a new 
in i t ia l database for the purposes of i te ra t ing the above 
progression mechanism. 

Now we interpret the above construct ion of the set S 
as a STRIPS operator. Imagine suppressing the state 
argument So of al l the ground l i terals of Ds0 • Now ask 
what sequence of deletions and addi t ions of ground l i t ­
erals must be performed on the state-suppressed version 
of Ds0 in order to obta in the state-suppressed version of 
S (i.e. 5 w i t h the state argument do(a, So) suppressed 
in i ts sentences). The deletions and addi t ions necessary 
to achieve this state-suppressed t ransformat ion of Ds0 

to S w i l l define the delete and add lists for the STRIPS 
operator a. 

It is easy to see tha t the fo l lowing deletions and addi­
t ions, when applied to D0, the state-suppressed version 
of Ds0, yields the state-suppressed version of $: 

For each fluent F do (w i th reference to the instance (2) 
of F 's successor state ax iom) : 

1. Delete f rom Do the sentences = 
l , . . . , m . 

2. Delete f rom DQ the sentences 

3. A d d to D0 the sentences 

4. A d d to Do the sentences 

It is now clear how to define a STRIPS system and its 
associated operator for a : 6 

1. The language L STRIPS is the state-suppressed ver­
sion of 

2. The in i t ia l wor ld descript ion is D0 . 
3. is ord inary logical enta i lment ; for a wor ld de­

scr ipt ion W and sentence iff 

4. a's precondi t ion is the state-suppressed version of 
the r ight hand side of the equivalence in a's si tua­
t ion calculus act ion precondi t ion ax iom. 

5. For each fluent F, include in a's add and delete lists 
those l i terals specified above for ob ta in ing the state 
suppressed version of S. 

To our knowledge, OCF-STRIPS is the only var iant 
of STRIPS which specifically provides for an incomplete 
database of ground l i terals, and which is provably correct 
w i t h respect to a logical specif ication. 

E x a m p l e 3.2 Cont inu ing w i t h our blocks wor ld exam­
ple, we can "read off" the O C F - S T R I P S operator schema 
for move f rom the instances of the successor state axioms 
given in Example 3 .1 : 

5The consistency condition (3) was inadvertently omitted 
from the assumptions underlying Theorem 4 of Lin and Reiter 
[6]. 

6See Section 2 for the relevant definitions. 
7We take it as self evident what is meant formally by the 

language obtained by suppressing objects of sort state from 
the language L2. 
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our interpretation of such a database, namely as a state-
suppressed situation calculus theory, distinguishes our 
approach from Pednault's, in which these databases are 
first order structures. So for Pednault, STRIPS is a map­
ping from first order structures to first order structures, 
where this mapping is defined by the addition and dele­
tion of tuples applied to the relations of the structure. 
ADL, Pednault's generalization of STRIPS, is just such 
a mapping between structures. For us, as for Lifschitz 
[4], STRIPS is a mapping from first order theories to 
(possibly second order) theories, where this mapping is 
effected by add and delete lists of sentences applied to 
the theory. The problem with the ADL view on STRIPS 
is that it does not provide a feasible mechanism for ap-
plying a STRIPS operator in the case that the database 
is a logically incomplete theory (e.g. OCF-STRIPS of 
Section 3.1). For in such a case, every model of this 
theory must be mapped by an ADL operator into its 
transformed structure, and it is the set of all such trans­
formed structures which represents the effect of the ADL 
operator. When there are infinitely many such models, 
or even when they are finite in number but numerous, 
ADL becomes an unattractive STRIPS mechanism. In 
contrast, our focus is on STRIPS mechanisms that oper­
ate on logical theories, and hence operate on the single 
sentential representations of these many models. 

5 C o n c l u s i o n s 

1. On our view STRIPS is a mechanism for progress­
ing a situation calculus theory, and its semantics can 
best be understood with reference to a suitable sit­
uation calculus axiomatization of actions and their 
effects. 

2. Wi th this notion of progression in hand, it becomes 
possible to formulate various STRIPS-like systems, 
and prove their correctness with respect to our pro­
gression semantics. In this paper we have done just 
that for two different STRIPS systems (OCF and 
RCF-STRIPS). In this connection OCF-STRIPS is 
of particular interest because it provides for a (l im­
ited) form of logical incompleteness of the database. 

3. Notice that it is a completely mechanical process 
to obtain the OCF-STRIPS operators from a situa­
tion calculus axiomatization of some domain. Simi­
larly for RCF-STRIPS. In other words, these purely 
declarative situation calculus specifications can be 
compiled into appropriate STRIPS systems. 

4. The connection of RCF-STRIPS to relational 
databases (Section 3.2) suggests a natural gener­
alization of STRIPS operators to allow for arbi­
trary relational algebra operators (not just adds and 
deletes) in defining the operator's effects. This can 
indeed be done, and an appropriate semantics de­
fined in terms of a situation calculus axiomatization 
that relaxes the context free restriction on successor 
state axioms of Section 3.2 (Lin and Reiter [5]: the 
full version of this paper). 

5. We have considered only STRIPS systems that com­
pute the full result of progression. Sometimes, for 
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instance for computat ional purposes, it may be bet­
ter to compute only t ha t par t of the progression that 
is relevant to the goals of interest. For example, if 
our blocks wor ld includes a fluent for the colors of 
blocks, then there are no need to progress this fluent 
i f our goals have noth ing to do w i t h colors. 

Formal ly, we say that a given STRIPS system is 
sound w i t h respect to a consistent action theory 
P = E u D s s U P a p U Vuna U VSo iff: For any f i ­
ni te ( inc luding empty) sequence 6 of operators in 
the STRIPS system, there is a corresponding finite 
sequence T of act ion in the s i tuat ion calculus such 
tha t i f the wor ld descript ion Ws after performing 
6 on Wo is admissible, then T is executable in S0 

and DT |= Th(Ws), where DT is the result of sup­
pressing states in the progression of DSo to ST, and 
Th(Ws) = {Φ). 

Generally, if a STRIPS system is sound w i t h respect 
to an act ion theory, then any goal tha t is achievable 
in the STRIPS system is also achievable in the ac­
t ion theory. However, the converse is not, t rue in 
general. We say a STRIPS system is adequate for a 
given goal if the converse is t rue, i.e. whenever the 
goal is achievable in the s i tuat ion calculus theory 
by a sequence of actions, it is also achievable by a 
sequence of operators in the STRIPS system. 

W i t h these definit ions in hand, we can show (L in 
and Reiter [5]: the fu l l version of this paper) that , 
w i t h respect to a suitable action theory, the main 
example STRIPS system considered in (Fikes and 
Nilsson [3]) is both sound, and adequate for the 
class of goals considered there. This is of interest 
because it shows that our semantics is sophisticated 
enough to handle the concepts of non-l i teral and/or 
non-essential formulas considered in Lifschitz's (4] 
analysis of th is same example. 
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