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A b s t r a c t 

A prototyped data m in ing system, DBLearn, was devel­
oped in Simon Fraser Univ. , which integrates machine 
learning methodologies w i th database technologies and 
efficiently and effectively extracts characteristic and dis­
cr iminant rules f rom relat ional databases. Further de-
velopments, of DBLearn lead to a new generation data 
m in ing system: DBMiner, w i th the fol lowing features: 
(1) m in ing new kinds of rules f rom large databases, 
inc luding mult iple- level association rules, classification 
rules, cluster description rules, etc., (2) automatic gen­
eration and refinement of concept hierarchies, (3) high 
level SQL-l ike and graphical data min ing interfaces, and 
(4) cl ient/server architecture and performance improve­
ments for large applications. The major features of the 
system are demonstrated w i th experiments in a research 
grant in format ion database. 

1 Introduct ion 
W i t h the rapid growth of the number of databases and 
the tremendous amounts of data being collected and 
stored in databases, it is increasingly impor tan t to de­
velop software tools for data mining or knowledge discov­
ery in databases [Piatetsky-Shapiro and Frawley, 1991; 
Fayyad et ai, 1995]. 

Data m in ing is the extract ion of " in format ion" or 
"knowledge" f r om data, which helps understanding data 
in databases and automat ic construction of knowledge­
bases f r om databases. 

DBLearn is such a knowledge discovery system pro­
to type, developed in Simon Fraser University between 
1989 and 1993 [Cai et a/., 1991; Han et a/., 1993; 
1994]. It discovers characteristic rules and discrimi­
nant rules embedded in relat ional databases. The ma­
jor features of the system are speed and efficiency in 
analyzing large databases, interactive knowledge min­
ing, and smooth i n t e g r a t i o n w i t h commercial relational 
database systems. Experiments w i th DBLearn have been 
performed in NSERC (Natura l Science and Engineering 
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Research Council of Canada) research grant in format ion 
database and in several large industr ial databases wi th 
successful results and good performance. 

Further extensions and enhancements of the DBLearn 
system since 1993 have led to a new generation of the 
system: DBMiner [Han and Fu, 1995]. DBMiner consists 
of several new functional modules besides the charac-
terizer and discriminator in DBLearn. It performs dy­
namic adjustment of concept hierarchies and automatic 
generation of numeric hierarchies. It generates different 
forms of knowledge, including generalized relations, gen­
eralized feature tables, and mul t ip le forms of generalized 
rules. Moreover, system performance has been improved, 
graphical user interfaces have been enhanced for interac­
tive knowledge min ing, and a client/server architecture 
has been constructed for industr ial applications. 

2 Architecture and functionalities 
The general architecture of DBMiner is shown in Figure 
1 which t ight ly integrates a relational database system, 
such as a SyBase SQL server, w i th the discovery module. 
The discovery module of DBMiner shown in Figure 2 con­
sists of mul t ip le functional modules, including charac-
terizer, discriminator, association rule finder, classifier, 
evolut ;on evaluator, deviation evaluator, predictor, se­
quential pattern miner, and future modules. This video 
demonstrates the functionalit ies of the first three mod­
ules which are described as follows. 

• The characterizer discovers a set of characteristic 
rules f rom the relevant set of data in a database. 
A characteristic rule summarizes the general char­
acteristics of a set of user-specified data. 
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• A discriminator discovers a set of discriminant rules 
f rom the relevant set(s) of data in a database, A 
d iscr iminant rule distinguishes the general features 
of one set of data, called the target class, f rom some 
other set(s) of data, called the contrasting class(es), 

• An association rule finder discovers a set of asso­
ciat ion rules ( in the f o rm of "A1 A ■ ■ • A A1 —► 
B1 A ■ ■ ■ A B / 1 ) at mu l t ip le concept levels f rom the 
relevant set(s) of data in a database. For example, 
it may find f rom a large set of t ransact ion data an 
association rule tha t if a customer buys (one brand 
of) m i l k , s / h e usually buys (another brand of) bread. 

DBMiner offers bo th graphical and SQL-l ike interfaces. 
For example, to characterize Computer Science grants 
in the NSERC94 database in relevance to discipline and 
amount categories and the d is t r ibu t ion of count% and 
amount%, the data m in ing query is as follows. 

use NSERC94 
c h a r a c t e r i z e "CS-Disc ip l ine-Grants" 
f r o m award A, grant - type G 
w h e r e A.grant_code = G.grant_code 

a n d A .d isccode = "Compute r " 
i n r e l e v a n c e t o disc-code, amount , 

p e r c e n t a g e ( c o u n t ) , p e r c e n t a g e ( a m o u n t ) 

To process this query, the system first obtains the rel­
evant set of data by processing a relat ional database 
query, then generalizes the data using an attribute-
oriented induction approach [Cai et ai, 1991; Han et 
al., 1993], and presents different forms of outputs , in ­
c luding generalized relat ions, generalized feature tables, 
bar /p ie charts, generalized rules, to out l ine the number 
or amount d is t r ibu t ion of computer science (research) 
grants according to discipl ine categories (such as theory, 
Al, database, and so on) , 

In the development of other funct ional modules, 
attribute-oriented induction [Han et al, 1993; Han and Fu, 
1995] also plays an essential role. It integrates a machine 
learning parad igm learning-from-examples [Michalski , 
1983] w i t h set-oriented database operations and substan­
t i a l l y reduces the computa t iona l complex i ty of database 
learning processes. 

The system also performs automatic generation of con­
ceptual hierarchies for numer ical a t t r ibutes and dynamic 
conceptual hierarchy adjustment [Han and Fu, 1994] for 
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al l the at t r ibutes based on the stat ist ical d is t r ibut ion of 
the set of relevant data, which produces desirable gener­
alized results. 

3 Further development of DBMine r 
The DBMiner system is current ly being extended in sev­
eral directions as fol lows. 

• Further enhancement of the discovery power and ef­
f iciency for data m in ing in relat ional systems [Han 
and Fu, 1995], inc luding the improvement of rule 
qual i ty and system performance for the exist ing 
funct ional module, the development of techniques 
for m in ing new kinds of rules, etc. 

• In tegrat ion, maintenance and appl icat ion of discov­
ered knowledge, inc lud ing incremental update of 
discovered rules, merging of discovered rules in to ex­
ist ing knowledge-bases, intel l igent query answering 
using discovered knowledge, and the construct ion of 
mu l t ip le layered databases. 

• Extension of data m in ing technique towards ad­
vanced and /o r special purpose database systems, 
inc lud ing extended-relat ional, object-or iented, de­
duct ive, spat ia l , tempora l , and heterogeneous 
databases. 
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