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Abstract

Cryptography is a science that focuses on changing the
readable information to unrecognizable and useless data
to any unauthorized person. This solution presents the
main core of network security, therefore the risk analysis
for using a cipher turn out to be an obligation. Until now,
the only platform for providing each cipher resistance is
the cryptanalysis study. This cryptanalysis can make it
hard to compare ciphers because each one is vulnerable to
a different kind of attack that is often very different from
others. Our contribution in this paper is to develop new
risk analysis formulas to offer a theoretical background
for both the cipher designer and the simple users. Those
formulas will help to suggest a fair platform for measuring
risk, safety, complexity and cost, in order to determine a
quantifiable value for performance to each cipher. This
can lead to a fair comparison in a fair scale.
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1 Introduction

Although, humans today constantly depend on computer
technology in their life, they continue to have a hard
follow to security aspects between different technologies.
This is caused by the tiny ability to compare, to contrast,
and to make quantifiable statements about security sys-
tems. This means that having a fixed global model for
information security is extremely valuable for having a
basis to determine where to put limited resources, pay
attention, and how to best secure systems.

However, risk analysis (quantitative or qualitative [16,
19]) remains a difficult problem, since computer security is
a multidimensional attribute (confidentiality, availability,
integrity, non-rejection, accountability, authenticity, reli-
ability of IT systems, etc.). Moreover, these dimensions

are not necessarily commensurate properties. For exam-
ple, an online newspaper will be primarily interested in
the integrity of their information while a financial stock
exchange network may define their security as real-time
availability and information privacy [14, 23]. This means
that, the many facets of the attribute must all be iden-
tified and adequately addressed. Furthermore, the secu-
rity attributes are terms of qualities, thus measuring such
quality terms need a unique identification for their inter-
pretations meaning [20, 24]. Besides, the attributes can
be interdependent. The first thing is to identify a set of
security-related attributes that are important to the use
of the system. This leads to decide whether the system
security must be represented as a vector or as a single
value.

In large systems, risk analysis becomes a very painful
task. The remaining solution to use the decomposition
method to develop simple, small and stand alone compo-
nents of the system. Therefore, in order to better measure
risk analysis of the systems, it is necessary to seek for the
common ground between all the systems and their com-
ponents. This common ground is the security protocols
or algorithms. Since this latter is based on computer,
mathematical and/or logical operations, the scale for risk
analysis should be changed from macro scale (network
application, software, threats, hardware, protocols, etc.)
to micro scale (cipher and algorithm).

Thus, this research studies the cipher risk analysis
upon MLO (Mathematical or/and Computer Logical
Operation). This paper proposes new risk formulas that
represent an improvement in security quantification. By
calculating the security level offered by each MLO, the
cryptograph can easily choose which MLO to use and
where to place it, so as to increase the complication of
the cipher/algorithm within the developing phase before
applying any cryptanalysis studies. This paper provides
a fair comparison of security, risk and utilizing cost for
several ciphers based on theirs MLO while respecting each
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cipher properties. These properties englobe inner struc-
tures, key space, round number, complexity, successful
cryptanalysis attacks, etc. to provide a value that deter-
mines the safety degree of each cipher, in order to put a
fair platforms where ciphers can be judged and compared
precisely.

The paper is organized as follows. In Section 2, we in-
troduce some concepts of cryptography, then we define the
different structures utilized by ciphers followed with an
introduction of the most knowing cryptanalysis attacks,
after that, we introduce the ciphers used in this study. In
Section 3, we investigate the study and the development
of the new formulas for risk analysis, while in Section 4,
we focus on results and discussion. We conclude the paper
in Section 5.

2 State of Art and Motivation

Because information privacy has become a major concern
for both users and companies, cryptography is considered
as a standard for providing information trust, security,
electronic financial transactions, controlling access to re-
sources and stopping non-authorized persons from obtain-
ing critical or private information. It must be mentioned
that the strength of the cryptography algorithm depends
on the length of the key, secrecy of the key, the complexity
of the process and how they all work together [18].

Ciphers differ with their construction structure. This
leads to different types of comportment. These structures
can be organized as (for symmetric cryptography):

• Permutation network: is when a cipher uses a per-
mutation box (P-box). This latter is used to permute
or transpose data across plaintext, retaining diffusion
while transposing [9].

• Substitution network: is when a cipher uses a substi-
tution box (S-box). It is used to obscure the linearity
between the key and the ciphertext [7, 8].

• Substitution permutation network: is when a cipher
uses both S-box and P-box in its encryption function.

• Feistel Network: is when a cipher uses a Feistel
scheme. It is a technique used in the construction of
block cipher-based algorithms and mechanisms [13].
If the two blocks (left and right) are not of equal
length, then the scheme is called unbalanced Feistel
scheme.

• Lai-Massey scheme: is when a cipher uses a Lai-
Massey scheme [26].

During the cipher design phase, the cryptograph applies
one or more structures, to determine the security level
offered by the cipher besides its behavior. Those struc-
tures in addition to nonlinear functions are an important
functionality that each cipher must have in order to put
confusion and diffusion alongside, to prevent the finding

of any linear link between plaintext and ciphertext so as
to increase the complexity of breaking the cipher.

Cryptanalysis tests the weakness of the cryptosystem
by trying to break it without any knowledge of the key
used. The most popular attack is the brute force where
the cyber criminal tries every possible key to break ci-
phers; therefore, the only way to resist is by enlarging the
key space to make it infeasible [21].

Thus, the question that needs to be asked is, “Which
cipher is the best in security term and how can we measure
its safety?” The ability to compare and/or to make quan-
tifiable statements about system security is extremely
valuable, since it offers a basis to determine how to best
secure the systems. Besides, the complete understanding
of a subject cannot be done with neither measurements
nor quantifying value as written by Lord Kelvin in 1883:
“When you can measure what you are speaking about
and express it in numbers you know something about it,
but when you cannot measure it, when you cannot ex-
press it in numbers, your knowledge is of a meager and
unsatisfactory kind” [23].

The development of the theory of measurements and
quantifying cipher is the main motivation for this re-
search. However, it is a difficult problem due to The large
number of structure and operation that cipher utilizes.
Moreover, in this research, the only trust measurements
used is based over probabilities.

Furthermore, this research alongside with cryptanal-
ysis tries to rate each cipher based on inner structure,
key space, successful attacks, etc. in order to have a fair
platform for comparison and does not try to replace the
cryptanalysis, which is still the only science that tests the
cipher weakness.

In this work, we try to answer the following questions:
if a user has two ciphers, A1 and A2 while knowing that
the best successful cryptanalysis attack for A1 resp. A2 is
B1 resp. B2 and the two attacks have the same successful
rate, what is the best cipher to choose? If A1 is a bit
quicker than A2 and B2 is a little less successful than B1,
what is the most optimal cipher for a system/network?
Another question, if a user has multiple ciphers A1, A2,
· · · , An, what is the order of the most suitable cipher
to her/his own system/network? i.e. what is the or-
der of ciphers which offers an acceptable resistance (not
always the best) to cryptanalysis attacks, and which is
the most suitable to the system/network (real time appli-
cation, Full HD conferencing, high throughput network,
data-center file encryption, etc.)?

Even if risk analysis proposed in this paper can be
used for any type of encryption (symmetric, asymmetric,
bloc, stream), this paper focuses on symmetric block ci-
phers like [12] “AES, Blowfish, Camellia, CAST-128/256,
DES/3DES, GOST, IDEA, MARS, RC2, RC5, RC6,
Serpent, SHACAL2, SHARK, SKIPJACK, Three-way,
Twofish, and XTEA”. Each cited cipher will be revised
respecting each one’s properties; such as key length, block
length and the mode of operation.
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3 Risk Analysis

Risk analysis is a technique used to identify and assess
factors that may put at risk the safety of security based
upon a cipher. This technique helps to define the optimal
cipher in order to reduce the probability for these factors
from occurring. Therefore, in this section we define mul-
tiple indexes factor to help studying every cipher either in
the design phase or in comparison with those that already
exist. These factors are called index of safety, index of
risk, complexity and cipher cost and will be defined
in the following paragraph.

3.1 Index of Safety (IS)

IS defines the level of security factor that a cipher offers
to users, that is to say, this factor studies the robustness
of the cipher structure. It consists of round number (R),
key-block index (K/B) that defines the length of key per
length of data block, and the structure type index (S) such
as Feistel, P-box, S-box, etc. multiplied by their factors
and the number of uses in one round. As so and before
defining IS, several definitions must be provided:

Definition 1. We define ρ as the break-probability for a
structure or operation used in encryption process. i.e. ρ
is equal to probability of extracting the plaintext from the
ciphertext after applying a structure or an operation to
the plaintext.

The following Table 1 shows ρ for different encryption
operations where “m” is the block length in bits and “ξ”
defines the modulus.

Table 1: Break probability for structure type or operation

Structure type Break Probability

AND 1/22m

OR 1/22m

XOR 1/2m

Concatenation 1

Modular addition 1/ξ
m

log2ξ

Modular subtraction 1/ξ
m

log2ξ

Modular multiplication 1/ξ
2m
log2ξ

Modular exponentiation 1/ξ
2m
log2ξ

Left or Right rotation 1/(m− 1)
NOT operation 1
Conditional NOT operation 1/2m

Permutation box 1/2m−1

Substitution box 1/(2m − 1)

balanced Feistel schema 1/2
m
2

Lai-Massey schema 1/22m

Since each structure presents a different bit operation
and is linearly correlated to both “bit number and op-
eration type”, the structure/operation resistance can be
measured through ρ.

Note 1. The proof of the results listed in Table 1 is pre-
sented in Appendix-A.

Definition 2. We define the measurement of the resis-
tance factor S for a structure or operation by:

S = −log2ρ (1)

where ρ is the break probability (see Table 2 below).

Since the “1/2” is common in all type of structure due
to binary representation, it does not provide any utility
for comparison. Remark that, the only valuable informa-
tion in ρ expression is “m” or “ξ”. As so, in Equation (1),
we use “−log2” to remove the “1/2” and get the useful
information (m, ξ) for the future study.

Table 2: Resistance factor for structure type or operation

Structure type Resistance Factor
AND 2m
OR 2m
XOR m
Concatenation 0
Modular addition m
Modular subtraction m
Modular multiplication 2m
Modular exponentiation 2m
Left or Right rotation log2(m− 1) ≈ log2m
NOT operation 0
Conditional NOT operation m
Permutation box m− 1
Substitution box log2(2m − 1) ≈ m
balanced Feistel schema m/2
Lai-Massey schema m

The resistance factor enlarge the scale from [0, 1] for ρ
to [0, +∞[ with valuable conservation of bit information
“m”. therefore, the best resistance factor unity is “bit”.

Definition 3. We define the Block-Round Function
BRF as the block contains one or more successive func-
tions that have the same round number.

Example 1. Let us define A, B and C as a function
or a bit operation and “r1”, “r2” as the round number
(r16=r2). According to the following algorithms, we define
BRF for each algorithm as showed in following Table 3.

Definition 4. We define the resistance factor efficiency
ES for one BRF by:

ES =
1

λ

λ∑
i=1

Si (2)

where Si is the resistance factor for the structure or oper-
ation number “i” and λ is the total number of structures
or operations in one BRF block.

Using Equation (1) in Equation (2) gives
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Table 3: BRF definition example

Description Algorithm.1 Algorithm.2 Algorithm.3 Algorithm.4
Algorithm Body for i from 0 to r1 repeat

{A;B}
end repeat
C

for i from 0 to r1 repeat
{A;B;C}
end repeat

for i from 0 to r1 repeat
{A;B}
end repeat
for i from 0 to r2 repeat
{C}
end repeat

for i from 0 to r1 repeat
{A;B;C}
end repeat
for i from 0 to r2 repeat
{A;B;C}
end repeat

Number of BRF 2 1 2 2
BRF function BRF1={A, B}

BRF2={C}
BRF1={A, B, C} BRF1={A, B}

BRF2={C}
BRF1={A, B, C}
BRF2={A, B, C}

ES = 1
λ

∑λ
i=1 Si = − 1

λ

∑λ
i=1 log2ρi

where ρi is the break probability for the structure or op-
eration number “i”.

Note 2. ES indicates the efficacy for a BRF .i.e. ES
indicates the level of security at which a function or op-
eration affects the rest of the functions in a BRF, and so,
ES helps to measure the security offered through a BRF.
ES and S have the same unit “bits”.

Definition 5. To determines the potential security-level
offered by a cipher, we define the key-block factor KB for
a cipher by:

KB = α/β (3)

where α is the bit number of the key and β is the bit
number of the plaintext block.

Note 3. Equation (3) do not consider the number or the
length of the sub-keys. According to that, and as an ex-
ample AES-128 has KB=1, AES-192 has KB=1.5 and
AES-256 has KB=2.

Definition 6. We define the total resistance factor TS
for a BRF number “i” by:

TSi = Ri × ESi (4)

where Ri is the round number for the BRF number “i”.

Note 4. Since ES unity is “bit” and R is just a number,
we propose a new unity for TS called RB “Round Bit”.

Generally, a cipher is a composition of one or more
BRFs. Hence, the cipher total resistance factor is ob-
tained by adding all its BRFs total resistance factor.
Thus, Equation (4) gives:

TS =

µ∑
i=1

TSi =

µ∑
i=1

ri × ESi =

µ∑
i=1

ri ×
1

λi

λi∑
i=1

Si (5)

= −
µ∑
i=1

ri ×
1

λi

λi∑
i=1

log2ρi

where “µ” is the BRF number in the cipher encryption
process, “λi” is the number of structures or operations

Figure 1: TS measurement for several ciphers

for the BRF number “i” and “ri” is the round number
for the BRF number “i”.

Figure 1 illustrates the TS calculated for all the stud-
ied ciphers, while respecting the plaintext block length of
each cipher. Figure 1 uses the equations taken from the
following Table 4. The equations in Table 4 are calculated
using Equation (5).

Figure 1 shows that the serpent presents the highest
TS factor followed by CAST-256 and AES-256, this re-
sult means that serpent uses more complicated and com-
plex inner structure and/or more round numbers, which
yields to more ciphertext-complexity and thus increasing
the resistance-probability to cryptanalysis attacks. Note
that, it is not always the highest TS that is the more se-
cure, because TS does not provide any information about
successful cryptanalysis attacks applied over the cipher
and its success rate.

Note 5. In Figure 1, we use the terminology:

• CAST-128*/CAST-128** is for key length from 40
to 80/80 to 128 bits.

• RC5*/RC5**/RC5*** is for plaintext length
32/64/128 bits.

Definition 7. We define the index of security for a cipher
by:

IS = log10(KB × TS) (6)

Note 6. The goal of the logarithm scale used in Equa-
tion (6) is to reduce the vast values obtained from com-
puted IS. Moreover we define a new unity of IS called SC
“Security per Cipher”.

Accordingly, Table 5 englobes IS measurement for sev-
eral ciphers which can be observed graphically in the fol-
lowing Figure 2.
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Table 4: Total resistance factor for several ciphers

Cipher TS
(n: Length of the plaintext block in bits)

AES 128 (129n− 31)/12
AES 192 (189n− 37)/12
AES 256 (219n− 43)/12
Blowfish (17n+ log2(n)− 1)/2
Camellia 128 13n
Camellia 192 17n
Camellia 256 17n

CAST 128
6n if 40bits ≤ keysize < 80bits
8n if 80bits ≤ keysize < 128bits

CAST 256 24n
DES 8n+ log2(n)− 1
3DES 24n+ log2(n)− 1
GOST 16n

IDEA
17

2
n

MARS (41n+ log2(n) + 56log2(13) + 14)/7
RC 2 18n
RC 5 n+ [1→ 255](log2(n)− 1 + n/2)
RC 6 (47n+ 40log2(n)− 20)/7

Serpent
1

3
(127n+ 1 + log2(3) + log2(5) + 2log2(7)+

log2(11) + log2(13))
SHACAL 1 (35n+ 40log2(n)− 120)/4
SHACAL 2 (35n+ 40log2(n)− 120)/4
SHARK 19n/2
SKIPJACK 8(n+ log2(n)− 2)
Three-way (77n− 11)/5
Twofish (25n+ 32log2(n− 4) + 3log2(n)− 67)/6
XTEA 32n

Figure 2: IS measurement for several ciphers

Just like TS, IS provides a scale to measure the pos-
sibility of being more secure to cryptanalysis attacks by
collecting different information (TS, key). This collec-
tion focuses on the complexity of the cipher body and
the key space without any examination to cryptanalysis
attack neither to the nature of the cipher body. This is
why in Figure 2, RC2 and RC5 shows more IS value than
Serpent, and 3DES shows more IS value than AES-192.

It is clearly observed that IS does not provide all infor-
mation for best cipher rating, that is why another factor
is needed. This factor will measure the risk of using the
cipher by studying its best-known successful cryptanal-
ysis attacks. This measure is explained in the following
section under the name of Index of Risk (IR).

3.2 Index of Risk (IR)

As each cipher has a different structure, many different
cryptanalysis attacks are invented and developed includ-
ing: “Linear cryptanalysis [17], Differential cryptanaly-
sis [1], Differential-linear cryptanalysis, Impossible dif-
ferential cryptanalysis, Truncated differential cryptanal-
ysis [5], Integral cryptanalysis, Higher-order differential
cryptanalysis [25], Meet-in-the-middle [2], Slide attack [4],
Boomerang Attack [22], Related Key Attack [3], Mod
n [15], XSL [6], Frequency analysis [11], The index of
coincidence, Chi-square test [10], etc.”

The major differences between those attacks above
make it difficult to fairly judge and compare cipher. As
so, in order to create a credible scale, we define a new
term called the Index of Risk IR.

IR defines the measure of the risk of using a cipher. It
combines the success rates of the most successful crypt-
analysis attacks and the security index that the ciphers of-
fers. However before defining IR, several definitions must
be mentioned.

Definition 8. We define BA as the best success rate
factor for a multiple cryptanalysis attacks by:

BA = 1−
mini∈[0,τ−1] log2(CCAi)

key lenght in bits
(7)

where τ presents the number of cryptanalysis attacks while
CCAi is the computational complexity of the attack num-
ber “i”.

CCAi divided by the key-length in Equation (7)
presents the success rate factor or the percentage rate
for a successful cryptanalysis attack. To show this, we
compute BA based on data taken from Table 2 in the
paper [12]. Figure 3 contains the computing result:

Figure 3: BA measurement for several ciphers

Definition 9. We define the index of risk (IR) for a ci-
pher as:

IR = 100× BA

IS
(8)

Equation (8) takes into consideration two factors: the
success rate for cryptanalysis attacks and the measured
index of security across the body of the cipher. The num-
ber 100 is just a coefficient to enlarge the scale since di-
viding the rate for a successful cryptanalysis attack by
the safety of the cipher body gives results always less
than “1”. Figure 4 shows the calculated IR.
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Table 5: IS calculating for several ciphers per key length and plaintext block length

Cipher Key Length Block Length TS (RB) KB IS for multiple max IS
(bits) (bits) case (SC) (SC)

AES 128 128 128 1693, 42 1 3, 22876383 3, 22876383
AES 192 192 128 2012, 92 1, 5 3, 479917055 3, 47991705
AES 256 256 128 2332, 42 2 3, 668836132 3, 66883613
Blowfish 32→ 447 64 546, 5 0, 5→ 6, 98 (2, 43656, 3, 5817) 3, 58171772
Camellia 128 128 128 1664 1 3, 221153322 3, 22115332
Camellia 192 192 128 2176 1, 5 3, 51375015 3, 51375015
Camellia 256 256 128 2176 2 3, 638688887 3, 63868889
CAST 128* 40→ 80 64 384 0, 63→ 1, 25 (2, 38021, 2, 6812) 2, 68124124
CAST 128** 80→ 128 64 512 1, 25→ 2 (2, 80618, 3, 0103) 3, 01029996
CAST 256 138→ 256 128 3072 1, 08→ 2 (3, 52009, 3, 7885) 3, 78845121
DES 64 64 517 1 2, 713490543 2, 71349054
3 DES* 192 64 1541 3 3, 664923893 3, 66492389
3 DES** 124 64 1541 1, 9375 3, 47504435 3, 47504435
3 DES*** 64 64 1541 1 3, 187802639 3, 18780264
GOST 256 64 1024 4 3, 612359948 3, 61235995
IDEA 128 64 544 2 3, 036628895 3, 0366289
MARS 128→ 448 128 796→ 318 1→ 3, 5 2, 90109→ 3, 4452 3, 44515447
RC 2 8→ 1024 64 1152 0, 13→ 16 2, 15836→ 4, 2656 4, 26557246
RC 5* 8→ 2040 32 272 0, 25→ 63, 8 1, 83251→ 4, 239 4, 23904909
RC 5** 8→ 2040 64 508 0, 13→ 31, 9 1, 80277→ 4, 2093 4, 20931391
RC 5*** 8→ 2040 128 968 0, 06→ 15, 9 1, 78176→ 4, 1883 4, 18829556
RC 6 128 128 896, 571 1 2, 952584895 2, 95258489
RC 6 192 128 896, 571 1, 5 3, 128676154 3, 12867615
RC 6 256 128 896, 571 2 3, 253614891 3, 25361489
Serpent* 128 128 5425, 09 1 3, 734406852 3, 73440685
Serpent** 192 128 5425, 09 1, 5 3, 910498111 3, 91049811
Serpent*** 256 128 5425, 09 2 4, 035436848 4, 03543685
SHACAL 1 128→ 512 160 1443, 22 0, 8→ 3, 2 3, 06242→ 3, 6645 3, 6644823
SHACAL 2 128→ 512 256 2290 0, 5→ 2 3, 05881→ 3, 6609 3, 66086548
SHARK 128 64 608 2 3, 084933575 3, 08493357
SKIPJACK 80 64 544 1, 25 2, 832508913 2, 83250891
Three-way 96 96 1474 1 3, 168497484 3, 16849748
Twofish* 128 128 562, 756 1 2, 750319913 2, 75031991
Twofish** 192 128 562, 756 1, 5 2, 926411172 2, 92641117
Twofish*** 256 128 562, 756 2 3, 051349909 3, 05134991
XTEA 128 64 2048 2 3, 612359948 3, 61235995

Figure 4: IR measurement for several ciphers

3.3 Cipher Cost (CC)

CC defines the cost of using a cipher for a sys-
tem/network. It depends on IR and complexity. The
most developed cipher is normally working only on a
fixed block size of plaintext. This takes approximately
the same time for encryption/decryption independently
of input (ECB mode), thus they are O(1).

Even if we put them into a mode of operation to en-
crypt a longer plaintext, we usually get an O(m) com-
plexity, where “m” is the plaintext size, as we have O(m)
blocks of data to encrypt. This O(m) presents the min-
imum, because each cipher has to encrypt at least each
input-bit once, to be reversible, even if different modes of
operations have different complexity (Triple-DES usually
needs three times the computing power as DES, but still
then O(1) or O(m)).
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As a result, the uses of O becomes useless to com-
pare the complexity between ciphers. Thus, from now on,
we redefine the complexity as “the number of CPU
cycle needed to encrypt the plaintext”. Since the
plaintext size differs from cipher to another, we set the
plaintext size required for the complexity measurement
as one Mega-Byte. Besides, this complexity is linearly
linked to the computing power or computing time, as so
it allows multiple usages for it.

Furthermore, the complexity must have a reference
point in order to allow a future comparison. This ref-
erence point will be the complexity of encrypting the
plaintext with XOR operation, since XOR is the fastest
strong easy low-power consumption and simple crypto-
graphic computer operation. Thus, we define the normal-
ized complexity Γ as the ratio between the complexity of
the cipher and the complexity of XOR:

Γ =
Cipher complexity

XOR complexity
(9)

Since this paper is interested in putting a quantifiable
value to cipher performance, the Γ measurement for ci-
phers (studied in this paper) from Equation (9) must be
standardized (standard score), because we are only inter-
ested in choosing the less cipher-complexity compared to
others. Thus, Γ becomes Γ:

Γ = Γ/σ (10)

where σ is the standard deviation of Γ for all studied
ciphers.

Note 7. There is no need for the subtraction of Γ by the
mean “µ” in Equation (10) because it presents just a shift
scale by “−µ/σ”.

Table 6 shows the measurement of Γ for all studied
ciphers, this measurement is illustrated in Figure 5.

Figure 5: Γ measurement for several ciphers with different
modes of operation

The experimental environment for the complexity mea-
surement was a C++ code application developed in Mi-
crosoft Visual studio 2010 for Windows 7 desktop and
GCC 4.8.2 for Centos7 for Linux OS. The ciphers used
in this study are taken from two version of an open
source library called Crypto++ (cryptopp5.6.2 and cryp-
topp5.6.3). The test was running under different machine

(from Intel core2 until Intel core i5). As observed from
our experimental results, the changing of OS affects the
complexity in about 10%, while the changing of library
affects less than 4%. The most important change in com-
plexity was when changing the tested machines (up to
70%). Γ decreases the difference between results in less
than 0, 3%. This tiny difference makes the values in Ta-
ble 6 a trustful result to calculate the cost of using every
studied ciphers.

Definition 10. We define the cipher cost (CC) by:

CC = IR× Γ (11)

4 Results & Discussion

The CC study in Equation (11) englobes the recognition
of many parameters (safety, speed, resistance, risk. . .) for
ciphers in different modes of operation. This helps to pro-
vide a good platform to compare ciphers with many con-
sidered variables as sizes of data blocks, key size, type of
cipher, complexity, round number, successful cryptanaly-
sis attacks. . .

CC, IS, complexity . . ., and IR present a theoreti-
cal and logical MLO formulas for studying risk analy-
sis. These formulas will help to obtain quantifiable val-
ues, so as to support either a cipher designer or a normal
user to choose the most optimal ciphers to his/her net-
work/system. Since each parameter has a different defi-
nition and interpretation, we define each parameter unity
as following (see Table 7).

Figure 6 illustrates the data presented in Table 8. It
shows the CC values for all studied ciphers with their
different operation modes.

Figure 6: CC measurement for several ciphers with differents
mode of operation

Figure 6 shows that CC is linearly related to the ap-
plied mode of operation (CBC-CTS, CBC, CFB-FIPS,
CFB, CTR, ECB and OFB) and the used cipher. For
example, Camellia, MARS, RC2 and SKIPJACK show
less cost in FIPS than CTR as opposed to AES, DES,
GOST, IDEA, RC5/6, Three-Way and XTEA that show
more cost in FIPS than CTR. In addition, we notice that
Twofish with 128 bits in key has less complexity than
Twofish with 192/256 bits in key and the three have
the same cost. This is due to the lack of a successful
cryptanalysis attack which also makes for instance both
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Table 6: Γ measurement for several cipher with different mode of operation

ID Cipher/mode Complexity Γ Γ ID Cipher/mode Complexity Γ Γ
1 AES 128/CBC-CTS 606618769 239,112846 1,98722827 117 RC2/CTR 1203338412 474,323722 3,9420279
2 AES 128/CBC 575240588 226,744409 1,88443619 118 RC2/ECB 1186101033 467,529209 3,88555981
3 AES 128/CFB-FIPS 618371813 243,745581 2,02573018 119 RC2/OFB 1193908739 470,606798 3,91113715
4 AES 128/CFB 529738052 208,80853 1,73537399 120 RC5/CBC-CTS 1164665677 459,079967 3,81533952
5 AES 128/CTR 584754793 230,494653 1,91560386 121 RC5/CBC 1123856089 442,993922 3,681651
6 AES 128/ECB 544337846 214,563377 1,7832016 122 RC5/CFB-FIPS 1163470732 458,608952 3,81142499
7 AES 128/OFB 549277793 216,510571 1,79938442 123 RC5/CFB 1116663426 440,158767 3,65808848
8 AES 192/CBC-CTS 606807867 239,187383 1,98784774 124 RC5/CTR 1090960903 430,027522 3,57388934
9 AES 192/CBC 575165113 226,714658 1,88418894 125 RC5/ECB 1086344652 428,20792 3,55876692
10 AES 192/CFB-FIPS 619090484 244,028861 2,02808448 126 RC5/OFB 1085131939 427,729901 3,55479418
11 AES 192/CFB 529362463 208,660482 1,7341436 127 RC6 128/CBC-CTS 623916055 245,930972 2,04389262
12 AES 192/CTR 584423615 230,364112 1,91451895 128 RC6 128/CBC 583720958 230,087143 1,91221711
13 AES 192/ECB 544565674 214,65318 1,78394794 129 RC6 128/CFB-FIPS 614196450 242,099764 2,01205207
14 AES 192/OFB 549168145 216,467351 1,79902522 130 RC6 128/CFB 526859440 207,673858 1,72594392
15 AES 256/CBC-CTS 606496990 239,064844 1,98682934 131 RC6 128/CTR 597527297 235,529231 1,95744543
16 AES 256/CBC 574979302 226,641417 1,88358024 132 RC6 128/ECB 562795685 221,838962 1,84366781
17 AES 256/CFB-FIPS 618415537 243,762815 2,02587342 133 RC6 128/OFB 560116938 220,783072 1,83489248
18 AES 256/CFB 528806401 208,441298 1,73232199 134 RC6 192/CBC-CTS 623060290 245,593652 2,04108921
19 AES 256/CTR 585007046 230,594084 1,91643022 135 RC6 192/CBC 582755660 229,706648 1,90905488
20 AES 256/ECB 544449343 214,607326 1,78356685 136 RC6 192/CFB-FIPS 613773707 241,93313 2,0106672
21 AES 256/OFB 548895796 216,359998 1,79813303 137 RC6 192/CFB 526272042 207,442321 1,72401966
22 Blowfish/CBC-CTS 1301529523 513,028024 4,26369311 138 RC6 192/CTR 597128229 235,37193 1,95613812
23 Blowfish/CBC 1185771135 467,399172 3,88447909 139 RC6 192/ECB 561763610 221,432145 1,84028683
24 Blowfish/CFB-FIPS 1172637409 462,22221 3,84145419 140 RC6 192/OFB 559019148 220,350352 1,83129622
25 Blowfish/CFB 1116176795 439,966951 3,65649432 141 RC6 256/CBC-CTS 623773662 245,874844 2,04342615
26 Blowfish/CTR 1152278879 454,197424 3,77476149 142 RC6 256/CBC 583168230 229,869272 1,91040643
27 Blowfish/ECB 1138379002 448,718465 3,72922675 143 RC6 256/CFB-FIPS 614791834 242,334449 2,0140025
28 Blowfish/OFB 1134352213 447,131213 3,71603535 144 RC6 256/CFB 526860794 207,674392 1,72594835
29 Camellia 128/CBC-CTS 697684950 275,008692 2,28555285 145 RC6 256/CTR 597539354 235,533984 1,95748493
30 Camellia 128/CBC 636038910 250,709476 2,083606 146 RC6 256/ECB 562755641 221,823177 1,84353663
31 Camellia 128/CFB-FIPS 618211948 243,682566 2,02520648 147 RC6 256/OFB 559793120 220,655431 1,83383168
32 Camellia 128/CFB 529630608 208,766178 1,73502201 148 Rijndael/CBC-CTS 607193558 239,339412 1,98911123
33 Camellia 128/CTR 648897561 255,778012 2,12572978 149 Rijndael/CBC 575906086 227,00673 1,8866163
34 Camellia 128/ECB 607755943 239,561089 1,99095355 150 Rijndael/CFB-FIPS 618801502 243,914952 2,02713781

35 Camellia 128/OFB 608991847 240,04825 1,99500226 151 Rijndael/CFB 529918472 208,879646 1,73596503
36 Camellia 192/CBC-CTS 699138767 275,581747 2,29031543 152 Rijndael/CTR 585698760 230,86674 1,91869621
37 Camellia 192/CBC 637770278 251,391935 2,0892778 153 Rijndael/ECB 545166760 214,890112 1,78591704
38 Camellia 192/CFB-FIPS 618128071 243,649504 2,02493171 154 Rijndael/OFB 549827906 216,727411 1,80118654
39 Camellia 192/CFB 529521260 208,723076 1,7346638 155 Serpent 128/CBC-CTS 688479604 271,380191 2,25539697
40 Camellia 192/CTR 649489083 256,011174 2,12766755 156 Serpent 128/CBC 630447707 248,505574 2,06528972
41 Camellia 192/ECB 607876365 239,608556 1,99134804 157 Serpent 128/CFB-FIPS 619105029 244,034595 2,02813213
42 Camellia 192/OFB 610489632 240,638636 1,99990887 158 Serpent 128/CFB 530848795 209,246355 1,73901268
43 Camellia 256/CBC-CTS 697840331 275,069939 2,28606187 159 Serpent 128/CTR 640757436 252,569393 2,09906346
44 Camellia 256/CBC 637244769 251,184794 2,08755628 160 Serpent 128/ECB 606671840 239,133765 1,98740213
45 Camellia 256/CFB-FIPS 618300350 243,717412 2,02549608 161 Serpent 128/OFB 602917669 237,653972 1,9751038
46 Camellia 256/CFB 528796556 208,437417 1,73228974 162 Serpent 192/CBC-CTS 688656357 271,449862 2,255976
47 Camellia 256/CTR 648907402 255,781891 2,12576201 163 Serpent 192/CBC 630382163 248,479738 2,065075
48 Camellia 256/ECB 606957069 239,246195 1,98833651 164 Serpent 192/CFB-FIPS 619989498 244,383229 2,03102957
49 Camellia 256/OFB 609154798 240,11248 1,99553607 165 Serpent 192/CFB 531868536 209,648309 1,74235326
50 CAST128/CBC-CTS 1207115268 475,812457 3,95440054 166 Serpent 192/CTR 641784145 252,974094 2,10242687
51 CAST128/CBC 1152874571 454,432229 3,77671292 167 Serpent 192/ECB 606879786 239,215732 1,98808334
52 CAST128/CFB-FIPS 1171466078 461,760503 3,83761702 168 Serpent 192/OFB 603391023 237,840555 1,97665447
53 CAST128/CFB 1120645041 441,728213 3,67113189 169 Serpent 256/CBC-CTS 689815936 271,906937 2,25977467
54 CAST128/CTR 1125292321 443,560046 3,68635596 170 Serpent 256/CBC 631092386 248,759689 2,06740163
55 CAST128/ECB 1113342081 438,849582 3,64720806 171 Serpent 256/CFB-FIPS 620027224 244,398099 2,03115316
56 CAST128/OFB 1113495774 438,910164 3,64771154 172 Serpent 256/CFB 532203752 209,780442 1,7434514
57 CAST256/CBC-CTS 685091968 270,044876 2,24429938 173 Serpent 256/CTR 641843403 252,997452 2,10262099
58 CAST256/CBC 628014462 247,546454 2,05731863 174 Serpent 256/ECB 607894806 239,615825 1,99140846
59 CAST256/CFB-FIPS 619465699 244,176761 2,02931365 175 Serpent 256/OFB 604023419 238,089829 1,97872614
60 CAST256/CFB 528010235 208,12747 1,72971382 176 SHACAL2/CBC-CTS 363831931 143,412787 1,19188053
61 CAST256/CTR 643415330 253,617063 2,10777048 177 SHACAL2/CBC 329080009 129,714512 1,07803637
62 CAST256/ECB 603021952 237,695077 1,97544543 178 SHACAL2/CFB-FIPS 314109897 123,813695 1,02899564
63 CAST256/OFB 603737641 237,977182 1,97778996 179 SHACAL2/CFB 271423257 106,987767 0,88915806
64 DES/CBC-CTS 1226965614 483,636931 4,01942848 180 SHACAL2/CTR 330051317 130,097375 1,08121829
65 DES/CBC 1165039741 459,227413 3,81656492 181 SHACAL2/ECB 314054740 123,791954 1,02881495
66 DES/CFB-FIPS 1159563528 457,068837 3,79862534 182 SHACAL2/OFB 312073011 123,010809 1,02232299
67 DES/CFB 1115348380 439,640412 3,65378051 183 SHARK/CBC-CTS 1224942616 482,839519 4,01280132
68 DES/CTR 1144126264 450,983881 3,74805426 184 SHARK/CBC 1171571323 461,801987 3,83796179
69 DES/ECB 1129543584 445,23578 3,70028272 185 SHARK/CFB-FIPS 1186720883 467,773538 3,88759038
70 DES/OFB 1129263312 445,125304 3,69936457 186 SHARK/CFB 1125085514 443,478529 3,68567848
71 3DES 64/CBC-CTS 1425119373 561,743827 4,66856229 187 SHARK/CTR 1119799603 441,394964 3,66836231
72 3DES 64/CBC 1296674637 511,114358 4,24778894 188 SHARK/ECB 1124731061 443,338813 3,68451733
73 3DES 64/CFB-FIPS 1170250039 461,281173 3,83363338 189 SHARK/OFB 1107759752 436,649178 3,62892085
74 3DES 64/CFB 1121609614 442,108422 3,67429175 190 SKIPJACK/CBC-CTS 1539528919 606,841001 5,04335763
75 3DES 64/CTR 1265923210 498,99297 4,14705005 191 SKIPJACK/CBC 1385995593 546,322283 4,54039632
76 3DES 64/ECB 1259200941 496,343232 4,1250285 192 SKIPJACK/CFB-FIPS 1185700484 467,371324 3,88424765
77 3DES 64/OFB 1260250366 496,756887 4,12846632 193 SKIPJACK/CFB 1125280320 443,555316 3,68631665
78 3DES 124/CBC-CTS 1425264871 561,801179 4,66903893 194 SKIPJACK/CTR 1336933439 526,983298 4,37967314
79 3DES 124/CBC 1297280228 511,353066 4,2497728 195 SKIPJACK/ECB 1339439071 527,970951 4,38788136
80 3DES 124/CFB-FIPS 1170930294 461,549311 3,83586184 196 SKIPJACK/OFB 1324718614 522,168541 4,33965848
81 3DES 124/CFB 1119430969 441,249659 3,6671547 197 ThreeWay/CBC-CTS 808888607 318,84219 2,64984599
82 3DES 124/CTR 1266408190 499,184136 4,1486388 198 ThreeWay/CBC 780493235 307,649496 2,55682531
83 3DES 124/ECB 1258165174 495,934961 4,12163542 199 ThreeWay/CFB-FIPS 817382862 322,190397 2,6776724
84 3DES 124/OFB 1260302720 496,777524 4,12863783 200 ThreeWay/CFB 704064274 277,52325 2,30645094
85 3DES 196/CBC-CTS 1422386359 560,666546 4,65960919 201 ThreeWay/CTR 753304821 296,932553 2,46775852
86 3DES 196/CBC 1293831439 509,993646 4,23847488 202 ThreeWay/ECB 801291337 315,84755 2,62495802
87 3DES 196/CFB-FIPS 1169248259 460,886298 3,83035164 203 ThreeWay/OFB 752097959 296,45684 2,46380495
88 3DES 196/CFB 1118041184 440,701843 3,66260189 204 Twofish 128/CBC-CTS 680273464 268,145551 2,2285144
89 3DES 196/CTR 1264289047 498,348827 4,14169668 205 Twofish 128/CBC 621711167 245,061864 2,03666961
90 3DES 196/ECB 1256835956 495,411019 4,11728102 206 Twofish 128/CFB-FIPS 624108085 246,006665 2,04452169
91 3DES 196/OFB 1259510512 496,465257 4,12604263 207 Twofish 128/CFB 531939798 209,676399 1,74258671
92 GOST/CBC-CTS 1256178794 495,151983 4,11512822 208 Twofish 128/CTR 629301586 248,053804 2,06153513
93 GOST/CBC 1196319626 471,557105 3,919035 209 Twofish 128/ECB 593207212 233,82637 1,94329322
94 GOST/CFB-FIPS 1161225792 457,724057 3,80407077 210 Twofish 128/OFB 588153075 231,834165 1,92673633
95 GOST/CFB 1112689933 438,592523 3,64507168 211 Twofish 192/CBC-CTS 681409482 268,593339 2,23223589
96 GOST/CTR 1157969470 456,440502 3,79340335 212 Twofish 192/CBC 621741911 245,073983 2,03677032
97 GOST/ECB 1151180516 453,764478 3,77116335 213 Twofish 192/CFB-FIPS 623492836 245,76415 2,04250619
98 GOST/OFB 1145484127 451,519115 3,75250249 214 Twofish 192/CFB 532483797 209,890829 1,7443688
99 IDEA/CBC-CTS 1214863664 478,866667 3,97978359 215 Twofish 192/CTR 628895017 247,893545 2,06020325
100 IDEA/CBC 1163246727 458,520655 3,81069117 216 Twofish 192/ECB 593328960 233,87436 1,94369206
101 IDEA/CFB-FIPS 1164521977 459,023324 3,81486877 217 Twofish 192/OFB 588571737 231,99919 1,92810783
102 IDEA/CFB 1115858143 439,841346 3,65545045 218 Twofish 256/CBC-CTS 682089101 268,861226 2,23446226
103 IDEA/CTR 1129994742 445,413615 3,70176067 219 Twofish 256/CBC 622264341 245,279911 2,03848175
104 IDEA/ECB 1122307348 442,38345 3,67657746 220 Twofish 256/CFB-FIPS 623374966 245,717689 2,04212006
105 IDEA/OFB 1120631515 441,722882 3,67108758 221 Twofish 256/CFB 531734450 209,595456 1,74191401
106 MARS/CBC-CTS 664738655 262,022146 2,17762377 222 Twofish 256/CTR 628039800 247,556442 2,05740164
107 MARS/CBC 610477999 240,634051 1,99987076 223 Twofish 256/ECB 593047440 233,763392 1,94276983
108 MARS/CFB-FIPS 620971252 244,77021 2,03424571 224 Twofish 256/OFB 586559019 231,205831 1,92151434
109 MARS/CFB 528175419 208,192582 1,73025495 225 XTEA/CBC-CTS 1233570977 486,240588 4,04106706
110 MARS/CTR 622740372 245,467549 2,04004119 226 XTEA/CBC 1176315221 463,671905 3,85350237
111 MARS/ECB 584574786 230,423699 1,91501418 227 XTEA/CFB-FIPS 1166269202 459,712034 3,82059252
112 MARS/OFB 582482490 229,598972 1,90816 228 XTEA/CFB 1116502634 440,095388 3,65756174
113 RC2/CBC-CTS 1309363893 516,116122 4,2893578 229 XTEA/CTR 1141324117 449,87935 3,73887468
114 RC2/CBC 1234525254 486,616738 4,04419318 230 XTEA/ECB 1139072728 448,991913 3,73149933
115 RC2/CFB-FIPS 1166127511 459,656183 3,82012835 231 XTEA/OFB 1137706995 448,453578 3,72702531
116 RC2/CFB 1118773470 440,99049 3,6650008 - - - - -
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Table 7: The unity and signification for each parameters

Parameter Unity Signification
Break Probability ρ -
Resistance Factor S Bit
Resistance Factor Bit
Efficacy ES
Key-Block Factor KB -
Total Resistance RB Round bit
Factor for Cipher
Structure TS
Index of Security IS SC Security per cipher

W -
Best Success Rate -
Factor BA
Index of Risk IR RC = SC−1 Risk per cipher
Complexity Cycle CPU cycle
Normalize Complexity Xcycle CPU cycle per Xor

Γ
Γ CP Complexity per Processor

Cipher Cost CC PR Performance cost for
risk and complexity

Blowfish and Twofish less costly in use than AES with
256/192/128 bits in key. Furthermore, this absence of
risk make Twofish with 128 bits in key more optimal since
it requests less time for encryption. After the AES, we
notice that SHACAL2 and Serpent with 192 bits in key
come next, followed by XTEA, SHARK, IDEA, Camellia
with 128 bit in key, Camellia with 256 bits in key, Ser-
pent with 256 bits in key, CAST with 256 bits in key,
MARS, RC6 and CAST with 128 bits in key. Finally, in
the sorted CC list, we note that the greatest cost for using
a cipher was taken by DES, followed by 3DES, RC5, RC2
and SKIPJACK.

This result has the advantage of combining theoretical
(cryptanalysis attack) and experimental (complexity) re-
sults. This combination makes the result valuable and
very interesting because a lot of cryptographic studies
separate the theoretical background from the experimen-
tal results. This separation may cause a loss of infor-
mation, which makes any comparison between ciphers in
their mode of operations less fair and less equitable.

5 Conclusions and Future Work

This article contains new formulas and a definition of risk
analysis factors for ciphers. These formulas take into ac-
count security factors, risk factors and the ciphers using-
cost, while respecting in each cipher its own structure
and properties. These parameters include structure, key
space, round number, encryption mechanism, complexity
and successful cryptanalysis attacks, etc..

These formulas provide a lot of information to allow
future comparison in a fair platform, which will help a
decision maker to select the most appropriate cipher for
its own system with its QOS recommendation. In ad-
dition, the ciphers designer can also benefit from these
formulas constructed on MLO because it offers the the-
oretical quantifiable value to test the encryption process
before applying any cryptanalysis attack.

Table 8: CC measurement for several cipher with different
mode of operation

ID Cipher/mode CC ID Cipher/mode CC ID Cipher/mode CC
1 AES128/CBC-CTS 0,913598 83 3DES64/ECB 46,311394 165 RC6256/CFB 49,326927
2 AES128/CBC 0,866341 84 3DES64/OFB 46,349990 166 RC6256/CTR 42,271908
3 AES128/CFB-FIPS 0,931299 85 3DES124/CBC-CTS 52,418960 167 RC6256/ECB 47,942699
4 AES128/CFB 0,797812 86 3DES124/CBC 47,711889 168 RC6256/OFB 45,151879
5 AES128/CTR 0,880670 87 3DES124/CFB-FIPS 43,064941 169 Serpent128/CBC-CTS 44,914185
6 AES128/ECB 0,819800 88 3DES124/CFB 41,170878 170 Serpent128/CBC 18,401617
7 AES128/OFB 0,827240 89 3DES124/CTR 46,576465 171 Serpent128/CFB-FIPS 16,850546
8 AES192/CBC-CTS 0,684291 90 3DES124/ECB 46,273300 172 Serpent128/CFB 16,547380
9 AES192/CBC 0,648608 91 3DES124/OFB 46,351916 173 Serpent128/CTR 14,188476
10 AES192/CFB-FIPS 0,698142 92 3DES196/CBC-CTS 52,313093 174 Serpent128/ECB 17,126104
11 AES192/CFB 0,596957 93 3DES196/CBC 47,585048 175 Serpent128/OFB 16,215067
12 AES192/CTR 0,659049 94 3DES196/CFB-FIPS 43,003079 176 Serpent192/CBC-CTS 16,114726
13 AES192/ECB 0,614101 95 3DES196/CFB 41,119764 177 Serpent192/CBC 1,502350
14 AES192/OFB 0,619291 96 3DES196/CTR 46,498527 178 Serpent192/CFB-FIPS 1,375221
15 AES256/CBC-CTS 0,338464 97 3DES196/ECB 46,224414 179 Serpent192/CFB 1,352549
16 AES256/CBC 0,320875 98 3DES196/OFB 46,322780 180 Serpent192/CTR 1,160307
17 AES256/CFB-FIPS 0,345115 99 GOST/CBC-CTS 68,973789 181 Serpent192/ECB 1,400095
18 AES256/CFB 0,295108 100 GOST/CBC 65,687065 182 Serpent192/OFB 1,323949
19 AES256/CTR 0,326471 101 GOST/CFB-FIPS 63,760146 183 Serpent256/CBC-CTS 1,316338
20 AES256/ECB 0,303837 102 GOST/CFB 61,095157 184 Serpent256/CBC 15,093283
21 AES256/OFB 0,306319 103 GOST/CTR 63,581349 185 Serpent256/CFB-FIPS 13,808402
22 Blowfish/CBC-CTS 0,000000 104 GOST/ECB 63,208584 186 Serpent256/CFB 13,566295
23 Blowfish/CBC 0,000000 105 GOST/OFB 62,895808 187 Serpent256/CTR 11,644703
24 Blowfish/CFB-FIPS 0,000000 106 IDEA/CBC-CTS 1,945411 188 Serpent256/ECB 14,043636
25 Blowfish/CFB 0,000000 107 IDEA/CBC 1,862755 189 Serpent256/OFB 13,300835
26 Blowfish/CTR 0,000000 108 IDEA/CFB-FIPS 1,864797 190 SHACAL2/CBC-CTS 13,216129
27 Blowfish/ECB 0,000000 109 IDEA/CFB 1,786869 191 SHACAL2/CBC 1,502598
28 Blowfish/OFB 0,000000 110 IDEA/CTR 1,809507 192 SHACAL2/CFB-FIPS 1,359075
29 Camellia128/CBC-CTS 2,439061 111 IDEA/ECB 1,797197 193 SHACAL2/CFB 1,297250
30 Camellia128/CBC 2,223550 112 IDEA/OFB 1,794513 194 SHACAL2/CTR 1,120957
31 Camellia128/CFB-FIPS 2,161228 113 MARS/CBC-CTS 35,413582 195 SHACAL2/ECB 1,363086
32 Camellia128/CFB 1,851554 114 MARS/CBC 32,522876 196 SHACAL2/OFB 1,297022
33 Camellia128/CTR 2,268503 115 MARS/CFB-FIPS 33,081898 197 SHARK/CBC-CTS 1,288837
34 Camellia128/ECB 2,124675 116 MARS/CFB 28,138252 198 SHARK/CBC 45,730335
35 Camellia128/OFB 2,128995 117 MARS/CTR 33,176147 199 SHARK/CFB-FIPS 43,737844
36 Camellia192/CBC-CTS 6,993433 118 MARS/ECB 31,142896 200 SHARK/CFB 44,303417
37 Camellia192/CBC 6,379568 119 MARS/OFB 31,031431 201 SHARK/CTR 42,002407
38 Camellia192/CFB-FIPS 6,183089 120 RC2/CBC-CTS 73,846996 202 SHARK/ECB 41,805070
39 Camellia192/CFB 5,296762 121 RC2/CBC 69,626161 203 SHARK/OFB 41,989174
40 Camellia192/CTR 6,496791 122 RC2/CFB-FIPS 65,768588 204 SKIPJACK/CBC-CTS 41,355590
41 Camellia192/ECB 6,080542 123 RC2/CFB 63,097860 205 SKIPJACK/CBC 86,800675
42 Camellia192/OFB 6,106682 124 RC2/CTR 67,867250 206 SKIPJACK/CFB-FIPS 78,144263
43 Camellia256/CBC-CTS 4,368407 125 RC2/ECB 66,895077 207 SKIPJACK/CFB 66,851360
44 Camellia256/CBC 3,989085 126 RC2/OFB 67,335425 208 SKIPJACK/CTR 63,444791
45 Camellia256/CFB-FIPS 3,870495 127 RC5*/CBC-CTS 59,065524 209 SKIPJACK/ECB 75,378074
46 Camellia256/CFB 3,310211 128 RC5*/CBC 56,995883 210 SKIPJACK/OFB 75,519345
47 Camellia256/CTR 4,062092 129 RC5*/CFB-FIPS 59,004923 211 ThreeWay/CBC-CTS 74,689386
48 Camellia256/ECB 3,799487 130 RC5*/CFB 56,631110 212 ThreeWay/CBC 64,465559
49 Camellia256/OFB 3,813245 131 RC5*/CTR 55,327618 213 ThreeWay/CFB-FIPS 62,202548
50 CAST128*/CBC-CTS 58,993581 132 RC5*/ECB 55,093507 214 ThreeWay/CFB 65,142521
51 CAST128*/CBC 56,342755 133 RC5*/OFB 55,032004 215 ThreeWay/CTR 56,111431
52 CAST128*/CFB-FIPS 57,251350 134 RC5**/CBC-CTS 59,065524 216 ThreeWay/ECB 60,035728
53 CAST128*/CFB 54,767648 135 RC5**/CBC 56,995883 217 ThreeWay/OFB 63,860083
54 CAST128*/CTR 54,994768 136 RC5**/CFB-FIPS 59,004923 218 Twofish128/CBC-CTS 59,939545
55 CAST128*/ECB 54,410741 137 RC5**/CFB 56,631110 219 Twofish128/CBC 0,000000
56 CAST128*/OFB 54,418252 138 RC5**/CTR 55,327618 220 Twofish128/CFB-FIPS 0,000000
57 CAST128**/CBC-CTS 40,527335 139 RC5**/ECB 55,093507 221 Twofish128/CFB 0,000000
58 CAST128**/CBC 38,706274 140 RC5**/OFB 55,032004 222 Twofish128/CTR 0,000000
59 CAST128**/CFB-FIPS 39,330460 141 RC5***/CBC-CTS 59,065524 223 Twofish128/ECB 0,000000
60 CAST128**/CFB 37,624209 142 RC5***/CBC 56,995883 224 Twofish128/OFB 0,000000
61 CAST128**/CTR 37,780236 143 RC5***/CFB-FIPS 59,004923 225 Twofish192/CBC-CTS 0,000000
62 CAST128**/ECB 37,379022 144 RC5***/CFB 56,631110 226 Twofish192/CBC 0,000000
63 CAST128**/OFB 37,384182 145 RC5***/CTR 55,327618 227 Twofish192/CFB-FIPS 0,000000
64 CAST256/CBC-CTS 23,094559 146 RC5***/ECB 55,093507 228 Twofish192/CFB 0,000000
65 CAST256/CBC 21,170467 147 RC5***/OFB 55,032004 229 Twofish192/CTR 0,000000
66 CAST256/CFB-FIPS 20,882287 148 RC6128/CBC-CTS 41,101655 230 Twofish192/ECB 0,000000
67 CAST256/CFB 17,799309 149 RC6128/CBC 38,453726 231 Twofish192/OFB 0,000000
68 CAST256/CTR 21,689633 150 RC6128/CFB-FIPS 40,461357 232 Twofish256/CBC-CTS 0,000000
69 CAST256/ECB 20,327965 151 RC6128/CFB 34,707866 233 Twofish256/CBC 0,000000
70 CAST256/OFB 20,352091 152 RC6128/CTR 39,363245 234 Twofish256/CFB-FIPS 0,000000
71 DES/CBC-CTS 57,862345 153 RC6128/ECB 37,075234 235 Twofish256/CFB 0,000000
72 DES/CBC 54,941989 154 RC6128/OFB 36,898767 236 Twofish256/CTR 0,000000
73 DES/CFB-FIPS 54,683737 155 RC6192/CBC-CTS 47,569456 237 Twofish256/ECB 0,000000
74 DES/CFB 52,598599 156 RC6192/CBC 44,492275 238 Twofish256/OFB 0,000000
75 DES/CTR 53,955732 157 RC6192/CFB-FIPS 46,860443 239 XTEA/CBC-CTS 0,000000
76 DES/ECB 53,268029 158 RC6192/CFB 40,179859 240 XTEA/CBC 1,363389
77 DES/OFB 53,254812 159 RC6192/CTR 45,589593 241 XTEA/CFB-FIPS 1,300107
78 3DES64/CBC-CTS 52,413608 160 RC6192/ECB 42,889572 242 XTEA/CFB 1,289004
79 3DES64/CBC 47,689617 161 RC6192/OFB 42,680038 243 XTEA/CTR 1,234000
80 3DES64/CFB-FIPS 43,039922 162 RC6256/CBC-CTS 50,047571 244 XTEA/ECB 1,261434
81 3DES64/CFB 41,251006 163 RC6256/CBC 46,789653 245 XTEA/OFB 1,258946
82 3DES64/CTR 46,558629 164 RC6256/CFB-FIPS 46,311394 - - -

Cipher specification: 1) CAST-128*/CAST-128** is
for key length from 40 to 80/80 to 128 bits; 2)
RC5*/RC5**/RC5*** is for plaintext length 32/64/128
bits.
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Moreover, these formulas are developed so that their
value can be taken as a standard, since even when the
system or machine, OS, CPU, etc. changes, the result
is not very much affected (change that does not exceed
0, 3%). Our future work will concern two paths:

• The first will focus on obtaining more ciphers or al-
gorithms using-cost measurement.

• The second will concentrate on getting deeper in risk
analysis study over cipher.
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Généralisations, Thesis, Université Pierre et Marie
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Appendix-A: The Computation of
Break Probability for Each Struc-
ture and Operation

Let us consider two random variables X and K with i
resp. j is a number while p and q are probabilities. Now,
assume that the distribution probability is given by:

Pr(X) =

{
p, X = i

1− p, X 6= i
and Pr(K) =

{
q, K = j

1− q, K 6= j

X and K are two independent variables, Thus:

Pr(X,K) =


pq, X = i,K = j

p(1− q), X = i,K 6= j

q(1− p), X 6= i,K = j

(1− p)(1− q), X 6= i,K 6= j

� Left/Right rotation:

Let us consider f :{0, 1}n × GF (28) → {0, 1}n f can
be described as f (ξ, φ)→ ξ′ where f is a function, ξ
is a binary-vector, φ is a number with dimξ > φ and
ξ′ is the binary-vector results. We denote by dimξ
the size of the vector ξ.

Given f, we have f (ξ, φ) = ξ

�or
�

φ where “�”

resp. “�” indicates left resp. right rotation. Of
note, f is itself invertible with Pr(f = 1) = 1/φ
because ξ′ has φ possibilities. φ is unknown, hence
Pr(f = 1) = 1

dimξ−1

� NOT:

Let us consider f :{0, 1} → {0, 1} where f is the
bitwise NOT function. For such function, we have
f (x) = x with x is a binary variable. The proba-
bility of guessing the result is equal to Pr(f = 1) =
p + (1 − p) = 1, thus, for the general case (binary
vector) we have Pr(f n) =

∏n
i=1[p+ (1− p)] = 1.

� Conditional NOT:

Let us consider f :{0, 1}2 → {0, 1} where f is the
bitwise conditional-not-function. Given f, we write
f (x,k)=y with x, k and y ∈ {0, 1}. To show y, let
us consider that f applies “not” to x if k is true, so
we have f (x, k) = xk + xk where “+” indicates log-
ical addition. As observed, f is equivalent to XOR
function, so Conditional Not and XOR have the same
probabilities (see below for more details).

� AND:

Let us consider f :{0, 1}2 → {0, 1} where f is the
bitwise AND function. For such function, we have

f (X,K) = X ×K where “×” indicates “AND” and
X, K ∈ {0, 1}. Note that f is not invertible, this
implies that even if X is found, K cannot be known
(vice versa). Consequently, the only possible case
of breaking f is to know both X and K. Therefore
Pr(f = 1) = Pr(X,K) = pq = 1/22. As for the
general case (X and K are binary vector) we have
Pr(f n) = Pr(X,K) = (

∏n
i=1

1
#f )

2 = 1/22n with #
denotes the set cardinal.

� OR:

Let us consider f :{0, 1}2 → {0, 1} where f is the
bitwise OR function. For such function, we have
f (X,K) = X + K where “+” indicates “OR” and
X, K ∈ {0, 1}. Remark that f is not invertible,
this implies that even if X is found, K cannot be
known (vice versa). Consequently, the only possible
case of breaking f is to know both X and K. thus
Pr(f = 1) = Pr(X,K) = pq = 1/22. As for the
general case (X and K are binary vector) we have
Pr(f n) = Pr(X,K) = (

∏n
i=1

1
#f )

2 = 1/22n.

� XOR:

Let us consider f :{0, 1}2 → {0, 1} where f is the
bitwise XOR function. For such function, we have
f (X,K) = X + K where “+” indicates mod2 addi-
tion and X, K ∈ {0, 1}. Given these two variables, f
can only present one of the following two scenarios:
f :{0, 1}2 → {0} is a linear expression and is equiva-
lent to X = K and f :{0, 1}2 → {1} is an affine expres-
sion and is equivalent to X6=K. Since Pr(X = K) =
Pr(X = 0,K = 0) +Pr(X = 1,K = 1) and Pr(X 6=
K) = Pr(X = 0,K = 1) + Pr(X = 1,K = 0), we
have Pr(X = K) = pq + (1− p)(1− q) and Pr(X =
K) = p(1 − q) + q(1 − p). Moreover, f is invertible.
This implies that knowing one variable from those
defined above led to know the second. Therefore
the probability of breaking f is Pr(X|K). This can

be solved by: Pr(X|K)=Pr(X
⋂
K)

Pr(K) = Pr(X)×Pr(K)
Pr(K) =

Pr(X) = p = 1/2. for the general case (X and K
are binary vector) we have Pr(f n) = Pr(X,K) =∏n
i=1 1/2 = 1/2n.

� Concatenation:

Let us consider f :{0, 1}2 → {0, 1} where f is
the concatenation function. For such function, we
have f (X,K) = X‖K where “‖” indicates the
concatenation-operation and X, K ∈ {0, 1}. The
probability of guessing X and K from f is equal to
Pr(f )=p+q=1, hence for the general case is equal to
Pr(f n) = Pr(f) = 1. If X and K were a binary vec-
tors with unequal or unknown size then we will have
Pr(f) = 1

#f-1

� Modular addition:

The result proved in XOR can be generalized to
modular addition since XOR is mod 2 addition
case. Thus, for f defined as f :{0, 1, · · · , ξ − 1}2 →
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{0, 1, · · · , ξ − 1} the break probability is equal to
Pr(f n) = Pr(X,K) =

∏n
i=1

1
#f = 1/ξn.

� Modular subtraction:

The result proved in modular addition is the same
as modular subtraction since “+” and “?” has
the same break probabilities, thus for f defined as
f :{0, 1, · · · , ξ−1}2 → {0, 1, · · · , ξ−1} the break prob-
ability is equal to Pr(f n) = Pr(X,K) = 1/ξn.

� Modular multiplication:

Let us consider f :GF (ξ)2 → GF (ξ) where f is the
modular multiplication function and ξ is the modu-
lus. For such function, we have f (X,K) = X × K
where “×” indicates multiplication modξ and X, K
∈ GF (ξ). Notice that f is not itself invertible, it im-
plies that to find X, K should have a modular multi-
plicative inverse K’. i.e. K ×K ′ ≡ 1(modξ). Conse-
quently, two scenarios are possible: either K admits
a modular multiplicative inverse thus K and ξ are
coprime or K do not admits a modular multiplica-
tive inverse. These scenarios shows that the found
of one variable X or K do not help of guessing the
other one. Thus, the only possible case to break f
is Pr(X,K)=pq. As so, for the general case, we have
Pr(f n) = (

∏n
i=1

1
#f )

2 = 1/ξ2n.

� Modular exponentiation:

The modular exponentiation is a special case of the
modular multiplication where knowing both X and
K is the only way to break the operation, thus
Pr(f n) = 1/ξ2n.

� P-box:

Let us consider f :{0, 1}n → {0, 1}n where f is a
permutation function (P-box). Given f, we write
f (x0, x1, · · · , xn−1)=(xi, · · · , xj , · · · , xk) where i, j, k
∈ [0, n−1]. If we consider f as a black box (dynamic
P-box) where the linear link between input and out-
put is not known, the breaking probability for f for
a binary vector X is Pr(f) = Pr(X) =

∏n−1
i=1

1
p =∏n−1

i=1
1
#f = 1/2n−1. As for the static P-box where

the linear link between input and output is exactly
known, we have Pr(f) = Pr(X) =

∏n−1
i=1

1
p(1−p) = 1.

� S-box:

Let us consider f :GF (ξ)n → GF (ξ)m where f is a
substitution function and 2 is the modulus. Given
f, we write f (x0, x1, · · · , xn−1)=(y0, y1, · · · , yn−1).
For instance, the AES S-box is written as
f (xi)=

∑
u∈GF (2)n au

∏n
i=1 x

ui
i , au ∈ GF (2)n.

Thereby, this equation can be denoted as f (xi)=(l ◦
h), where “l” indicates the n×m binary matrix and
“h” is a function. For example, h(x) in AES is equal

to h(x)=

{
x−1, X 6= 0

0 , X = 0

Thus, as shown by Liam Keliher in “Linear Crypt-
analysis of Substitution-Permutation Networks” in

ch.4, the probability for breaking the S-box is
Pr(f )= 1

2n−1 .

� Feistel:

Let us consider f :{0, 1}n × {0, 1}m → {0, 1}n where
f is a Feistel function and m<n. Given f, we
write f (X,K) with X, K are two binary vector and

f (X,K)=

{
xm+i, 1 6 i 6 m

xi−m ⊕G(xi, ki−m), m < i 6 n
with G

is a round function.
Since f admits a linear liaison for n-m random binary
variables, the security for this structure is built over
K, and the only possible case to break f is by guess-
ing K, as so Pr(f )=pq+q(1-p)=q=

∏m
i=1

1
2 = 1/2m.

It must be mention that in the case of m=n/2 the
Feistel structure is called balanced Feistel function,
otherwise, it is called unbalanced Feistel function and
the probability turn to be equal to Pr(f )= 1

2n−m .

� Lai-Massey:

Let us consider f :{0, 1}n × {0, 1}m → {0, 1}n where
f is a Lai-Massey function and m<n. Given f, we
write f (X,K) with X, K are two binary vector and

f (X,K)=

{
σ(xi +G(xi − xn2 +i, kj))

xn
2 +i +G(xi − xn2 +i, kj)

1 6 i 6 n
2 and

1 6 j 6 m.
G is a round function and σ is an orthomorphism
permutation (in mathematical sense, that is, a bi-
jection not a P-box). The Lai-Massey schema differs
from Feistel schema, because it modifies both the left
half and the right half of the plaintext block. Thus
the security for this structure is built over K and
P. Therefore the only possible case to break f is by
guessing either X or K, as so Pr(f )=

∏n
i=1

1
2 [q(1−p)+

p(1 − q)] =
∏n
i=1

1
2 [p + q − 2pq] and since p=q=1/2

⇒ Pr(f )=
∏n
i=1

1
2 = 1/2n.
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