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Abstract—Interference between concurrent transmissions can cause severe performance degradation in wireless sensor
networks (WSNs). While multiple channels available in WSN technology such as IEEE 802.15.4 can be exploited to mitigate
interference, channel allocation can have a significant impact on the performance of multi-channel communication. This paper
proposes a set of distributed protocols for channel allocation in WSNs with theoretical bounds. We first consider the problem
of minimizing the number of channels needed to remove interference in a WSN, and propose both receiver-based and link-
based distributed channel allocation protocols. Then, for WSNs with an insufficient number of channels, we formulate a fair
channel allocation problem whose objective is to minimize the maximum interference (MinMax) experienced by any transmission
link in the network. We prove that MinMax channel allocation is NP-hard, and propose a distributed link-based MinMax channel
allocation protocol. Finally, we propose a distributed protocol for link scheduling based on MinMax channel allocation that creates
a conflict-free schedule for transmissions. The proposed decentralized protocols are efficient, scalable, and adaptive to channel
condition and network dynamics. Simulations based on the topologies and data traces collected from a WSN testbed of 74 TelosB
motes have shown that our channel allocation protocols significantly outperform a state-of-the-art channel allocation protocol.

Index Terms—Wireless sensor network, multi-channel, channel allocation, distributed algorithm.
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1 INTRODUCTION

Interference between concurrent transmissions can
cause severe performance degradation in wireless sen-
sor networks (WSNs). Multi-channel communication
is an attractive approach to reducing interference and
enhancing spatial reuse. Since channels are a scarce
resource in a WSN, channel allocation significantly
influences the performance of multi-channel WSNs.
It is particularly important in Time Division Multi-
ple Access (TDMA) based WSNs where interfering
transmissions scheduled at the same time slot must be
assigned different channels. It is, therefore, important
to allocate the channels to reduce interference and
increase the number of concurrent transmissions.

Channel allocation has been widely studied for
wireless ad-hoc networks. These protocols are not ap-
plicable to WSNs since the applications, routing, node
resources, and network structure in WSNs are quite
different from traditional ad-hoc networks. While
channel allocation has also been studied for WSNs,
most of them focus on simple heuristics [1]–[3] with-
out any performance guarantee for channel hopping
or just focus on centralized solutions [4], [5].

In this paper, we formulate optimal channel alloca-
tion as constrained optimization problems, and pro-
pose a set of distributed channel allocation protocols
with theoretical bounds for WSNs. We first consider
the problems of minimizing the number of channels
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needed to remove interference in a WSN for both
receiver-based and link-based channel allocation. A
receiver-based channel allocation is suitable for both
CSMA/CA and TDMA protocols. A link-based chan-
nel allocation allows better spatial reuse due to the
flexibility in assigning different channels to different
senders, but it is more suitable for TDMA protocols
under which the receiver can switch to channels
according to the expected sender scheduled in each
time slot. We present distributed protocols for both
receiver-based and link-based channel allocation.

WSNs usually have a moderate number of chan-
nels (e.g., 16 channels specified IEEE 802.15.4), and
noisy environments may further reduce the number
of available channels due to blacklisting [6]. There-
fore, there may not exist enough channels to remove
all interference. Existing works on channel alloca-
tion with an insufficient number of channels usually
consider receiver-based allocation and propose cen-
tralized heuristics [4], [5], [7]. A recently proposed
distributed protocol for channel allocation in WSNs
has addressed receiver-based allocation to minimize
total interference suffered by all receivers [8]. In con-
trast, we formulate a link-based fair channel allo-
cation problem whose objective is to minimize the
maximum interference (MinMax) experienced by any
transmission link in a WSN. The key advantage of the
MinMax objective is that it can mitigate bottlenecks
in a WSN where a node or link experiences excessive
interference. We prove that MinMax channel alloca-
tion is NP-hard, and propose a distributed MinMax
channel allocation protocol. Furthermore, since chan-
nel allocation cannot always resolve all transmission
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conflicts due to an insufficient number of channels,
it is complemented by a time slot assignment algo-
rithm to create a conflict-free schedule. We propose
a distributed protocol for link scheduling based on
MinMax channel allocation. Our contributions are:
• We present distributed protocols for both

receiver-based and link-based interference-free
minimum channel allocation.

• We formulate a link-based fair channel alloca-
tion problem, called MinMax channel allocation,
whose objective is to minimize the maximum
interference experienced by any transmission link
in a WSN, and prove it to be NP-hard.

• We propose a distributed protocol for MinMax
channel allocation in WSN.

• We propose a distributed protocol for link
scheduling based on MinMax channel allocation.

The proposed algorithms are efficient, scalable, and
adaptive to channel condition and network dynamics.
We provide the time complexity and performance
bound of each algorithm. Simulations using the real
topologies and data traces collected from a WSN
testbed have shown that our protocols significantly
outperform a state-of-the-art protocol [8].

2 RELATED WORK

Multi-channel MAC protocols have been extensively
studied for wireless ad-hoc network [9]–[39]. How-
ever, there are some key differences between these
existing protocols for traditional wireless ad-hoc net-
work and the channel allocation protocols proposed
in this paper for WSN as detailed below.

First, the protocols in [11], [15]–[24], [28], [32], [34]–
[39] assume that the hardware is able to listen to mul-
tiple channels simultaneously. But each sensor device
is usually equipped with a single radio transceiver
(e.g., TelosB mote [40] with Chipcon CC2420 radio)
that cannot transmit and receive at the same time, and
cannot operate on different channels simultaneously.
Second, the protocols in [12], [19], [20], [29], [30], [32],
[37] involve heavy centralized computation such as
linear programming [19], [37], mixed integer linear
programming [12], and subgradient method [29], [30].
But a WSN has limited bandwidth (e.g. 250kbps in
802.15.4 network), and each sensor device has lim-
ited memory (e.g. 10KB in TelosB motes [40]) and
limited processing power (8MHz MSP430 microcon-
troller in TelosB motes), making a WSN unsuitable
for such heavy-weight computations. Third, the pro-
tocols in [9], [10], [13], [14] use RTS/CTS for channel
negotiation. But, due to limited bandwidth in WSNs,
the MAC layer packet size in WSNs is much smaller
(typically 30∼50 bytes) than that of general ad hoc
networks (typically 512+ bytes). Hence, RTS/CTS con-
trol packets result in significant overhead for WSN,
thereby making these protocols unsuitable for WSN.

Graph theory based multi-channel protocols for
wireless ad-hoc networks studied in [18], [24]–[27],

[31], [33], [38], [39] are most related to our work.
The protocols in [18], [24], [31], [33], [38], [39] are
distributed but assume that each node can listen
to multiple channels simultaneously (as already dis-
cussed), while those in [25], [26] are based on single
radio in each node but consider centralized solutions.
The work in [27] that uses a distributed approach
considering single radio in each node, and the work
in [24] that uses a game theoretic approach are par-
ticularly related to our work. But, both works focus
on maximizing link data rate instead of interference-
free minimum channel allocation or minimizing the
maximum interference, which are our focus.

In summary, none of the above protocols is appli-
cable for WSNs since the applications, routing, and
network structure in WSNs are quite different from
traditional ad-hoc networks. For example, in contrast
to traditional ad hoc networks designed to support
general communication patterns and routes, WSNs
are typically involved in monitoring applications re-
quiring data collection with unique communication
patterns and routing structures. Sensor nodes are
prone to failures, and the network topology changes
more frequently. Besides, sensor nodes mainly use
broadcast communication paradigms whereas most
traditional ad-hoc networks are based on point-to-
point communications. In a WSN, nodes are usually
densely deployed, and the number of nodes can be
several orders of magnitude higher than that in a
traditional wireless ad-hoc network.

Channel allocation has also been studied for WSN
in recent years. MMSN [41] is an early multi-channel
protocol proposed for WSN. MMSN ignores routing
information for channel allocation. In contrast, we
propose routing-aware channel allocation protocols
that do not assign channels to the links not involved
in traffic. Tree-based Multi-Channel Protocol (TMCP)
proposed in [42] uses the distance-based interference
model which does not hold in practice as shown by
recent empirical studies [7]. TMCP has been extended
in [7] to employ inter-channel RSS models for inter-
ference assessment in channel allocation [7]. All these
protocols are centralized, and lack any performance
bound. The protocols proposed in [1]–[3] use simple
heuristics for channel hopping. These protocols do not
address interference-free minimum channel allocation
or minimizing the maximum interference, which are
the focus of our work in this paper.

Interference-aware channel allocation based on
graph-theory has been studied in [4], [5], [43] for
WSN. But the work in [43] is designed for unit-disk
graph. The work in [4] assigns a channel to each
flow. The work in [5] shows that minimizing schedule
length for multi-channel arbitrary network is NP-
hard, and presents a constant factor approximation
algorithm for unit-disk graph [5]. These algorithms
are centralized. Due to frequent topology changes,
distributed protocols are more suitable for WSNs.
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A distributed game theory based protocol has been
proposed in [8] for channel allocation in WSN. It ad-
dresses only receiver-based allocation, and minimizes
total interference suffered by all receivers.

In contrast to existing channel allocation protocols
for WSNs, we present distributed protocols for both
receiver-based and link-based interference-free mini-
mum channel allocation. The key novelty of our work
lies in formulating a link-based fair channel allocation
problem, called MinMax channel allocation, whose
objective is to minimize the maximum interference
experienced by any transmission link in a WSN. In
addition, we prove that an optimal MinMax channel
allocation is NP-hard. Furthermore, we propose a
distributed protocol for MinMax channel allocation
based on heuristic. We also propose a distributed pro-
tocol for link scheduling based on MinMax channel
allocation. The key advantage of the MinMax objec-
tive is that it can mitigate bottlenecks in a WSN where
a node or link experiences excessive interference.

3 NETWORK MODEL

A WSN consists of a set of sensor nodes. A node,
called the base station, serves as the sink of the net-
work. A communication link e = (u, v) indicates that
the packets transmitted by node u may be received
by v. We assume that every communications link is
symmetric. This assumption holds for WSNs relying
on acknowledgement for reliable communication (e.g.,
WirelessHART networks [6] based on IEEE 802.15.4).
An interference link e = (u, v) indicates that u’s trans-
mission interferes with any transmission intended
for v even though u’s transmission may not be suc-
cessfully received by v. Thus, any two concurrent
transmissions that happen on the same channel are
conflicting if there is an interference link from one’s
sender to the other’s receiver. Several practical proto-
cols [44], [45] exist that model interference in WSNs
using Signal-to-Noise plus Interference Ratio (SNIR).
A set of transmissions on the same channel is conflict-
free if the SNIR of all receivers exceeds a threshold.
For example, RID [46] is a distributed protocol for
determining interference links in a WSN based on
Received Signal Strength (RSS) measurements.

We model a WSN as an Interference-Communication
(IC) graph, a notion introduced in [47]. In the IC
graph G = (V,E), V is the set of sensor nodes
(including the sink s); E is the set of communication
or interference links between the nodes. A subset of
the communication links forms the routing tree that
is used for data collection at the sink. Let ET ⊆ E
denote the set of links in the routing tree. Any link
e = (u, v) in ET indicates that v is the parent of u.
For any node u, we use pu to denote its parent in the
routing tree. Since the transmissions along non-tree
links do not aim at the receiver, every non-tree link
(that is not a part of the routing tree) is an interference
link. EI = E − ET is the set of all interfering links in

the IC graph. Any link e = (u, v) in EI indicates an
interference link from u to v. A node cannot both send
and receive at the same time, nor can it receive from
more than one sender at the same time. The set of
channels available in the WSN is denoted by M . We
use m to denote |M | i.e. the total number of channels.
The channels are numbered through 1 to m. In this
work, we particularly focus on TDMA based WSN.

4 PROBLEM FORMULATION

In receiver-based channel allocation, each sensor node
is assigned a fixed channel to receive message; the
neighbors which have messages to deliver to it should
use this channel to send. In this allocation, the leaves
(i.e., nodes without children) in the routing tree do
not receive any message, and hence are not assigned
any channel. Let the nodes that receive message (i.e.,
the nodes other than leaves) be denoted by R ⊂ V .
Therefore, the receiver-based channel allocation is a func-
tion f : R 7→M , where M is the set of channels.

In link-based channel allocation, every link e ∈ ET is
assigned a channel so that every transmission along
that link happens on that channel. In contrast to
receiver-based channel allocation, here for the same
receiver, different senders can use different chan-
nels, thereby providing more flexibility in avoiding
interference. Any link-based assignment is a function
f : ET 7→ M . Since every node has unique sending
link, a link-based channel assignment function can
also be defined as f : V − {s} 7→ M , where s is the
root (i.e., the sink) of the routing tree and it does not
send to anyone. Thus every sender in the network is
assigned a channel. For reception, the receiver uses
the same channel that the sender uses to transmit.

Interference caused by siblings (in the routing tree)
to each other cannot be resolved by channel assign-
ment because the shared parent cannot receive from
more than one of them at the same time. This can be
resolved through a time-slot assignment. Therefore,
for channel allocation purpose, we are concerned only
about interference through non-tree links EI (that are
not parts of the routing tree), and simply use the
term ‘conflict’ to denote the interference through these
links. In the worst-case, the maximum number of
transmissions that can be conflicting through inter-
ference links with a transmission along link (u, v) is
equal to the total number of incoming interference
links of v and outgoing interference links of u. Thus,
we define conflict of transmission link (u, v) or conflict
of node u as the maximum number of transmissions
that can be conflicting through interference links with
a transmission of node u. For a node u, in a channel
assignment f , we use C(u, f) to denote its conflict,
and define as follows (where pu is the parent of u):

C(u, f) =
∣∣{z|((z, pu) ∈ EI∨(u, pz) ∈ EI

)
∧f(z) = f(u)}

∣∣
That is, C(u, f) counts the total number of nodes that
use the same channel as u’s and that has either an
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outgoing interfering link to the parent of u or an
incoming interfering link to its parent from u. The
interference a node receives is not only decided by
the number of interference sources, but also by the
strengths of interfering signals. However, to develop
an efficient and distributed approach, we consider
the metric C(u, f) as the signals can be determined
based on a threshold on signal strength. C(u, f) is an
effective metric and can be used for effective channel
allocation because the total number of interfering sig-
nals has strong correlations with transmission failures
and retries. The higher the value of C(u, f), the more
transmissions that u’s transmission may conflict with.
Namely, the more interfering links a receiver hears,
the more retries a message needs to be successfully
received by that receiver, thereby incurring longer de-
lay. For example, in [8], the total number of interfering
links a receiver hears was shown to be approximately
linear with the total number of retries a message needs
to be successfully received by that receiver.
Problem 1: Receiver-based interference-free chan-
nel allocation. The number of channels is usually
fixed and limited in practice. Our first objective is to
minimize the total number of channels to remove all
interferences in the IC graph G = (V,E). Let f(R)
denote the range of function f : R 7→ M , i.e., the
set of channels used in f . In receiver-based interference-
free channel allocation, our objective is to determine a
channel assignment f : R 7→M so as to

Minimize |f(R)|
subject to C(u, f) = 0, ∀(u, v) ∈ ET

Problem 2: Link-based Interference-free channel al-
location. While receiver-based channel allocation is
simple in the sense that a receiver can avoid switching
to different channels for different senders, it can end
up with extra interference for some transmission link,
thereby limiting the communication possibilities for
some nodes. Such a limitation of receiver-based chan-
nel allocation can be significantly overcome by adopt-
ing link-based allocation. In link-based interference-free
channel allocation, our objective is to determine a chan-
nel assignment f : V − {s} 7→M to

Minimize |f(V − {s})|
subject to C(u, f) = 0, ∀u ∈ V − {s}

Problem 3: Minimizing Maximum interference
(MinMax) channel allocation. The number of chan-
nels required to remove all interference may be
greater than the total available channels. Therefore,
when the available channels are not sufficient to
remove all interference, a fair channel allocation is
the one that minimizes the maximum interference
experienced by any transmission link in G. Since link-
based channel allocation allows better spatial reuse
of channels, we use link-based allocation for MinMax

objective. In MinMax channel allocation, our objec-
tive is to determine a link-based channel assignment
f : V − {s} 7→M so as to

Minimize max{C(u, f)|u ∈ V − {s}}
subject to f(u) ∈M, ∀u ∈ V − {s}

Problem 4: Link scheduling. After MinMax channel
allocation, a conflict-free schedule is required to avoid
transmission conflicts through both tree (transmis-
sion) links and the residual interference links. This
needs to be resolved through time slot assignment.
That is, after channel allocation in phase 1, we con-
sider the link scheduling in phase 2. While it may
be possible to combine two phases into one, such
an approach complicates the optimization problem
as the solution space becomes larger. Instead, decou-
pling it into two phases simplifies the optimization
problem for conflict resolution. Hence, in our solution
approach, channel allocation is done in the first phase,
which is followed by a time slot assignment in the
second phase. In TDMA, a transmission needs one
time slot, and a sequence of time slots forms a frame.
The frame is repeated continuously. Every link is
assigned a relative time slot within a frame and it
is activated at that slot of the frame. Therefore, here
our objective is to schedule all links to minimize the
frame length. Thus, for link scheduling, after MinMax
channel allocation, our objective is to determine a time
slot assignment g : ET 7→ {1, 2, 3, · · · } so as to

Minimize |g(ET )|

5 INTERFERENCE-FREE CHANNEL ALLO-
CATION

5.1 Receiver-based Channel Allocation
We first consider receiver-based channel allocation to
minimize the number of channels to eliminate all
interference. This problem has been proven to be NP-
hard in [5]. In the following, we provide a distributed
algorithm based on vertex-coloring for this problem.

Two receivers are called interfering if the transmis-
sion of some child of one receiver is interfered by the
transmission of some child of the other receiver. In
order to eliminate all interference, every receiver must
be assigned a channel that is different from all of its in-
terfering receivers’ channels. Therefore, for the given
IC graph G = (V,E), we can assume a receiver-based
conflict-graph, denoted by GR = (R,ER), that consists
of all receivers R as nodes, and an edge (in ER)
between every interfering receiver pair. For example,
Figure 1(b) shows the receiver-based conflict-graph of
the IC graph of Figure 1(a). In an IC graph, we use
dotted lines and solid lines to indicate interference
links and transmission links, respectively. Considering
every channel as a color, vertex-coloring of GR pro-
vides the solution for receiver-based interference-free
channel allocation in G to minimize the number of
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Fig. 1. IC graph and receiver-based conflict graph
channels (colors). To construct the conflict graph, each
node needs to know the channel conditions between
itself and other nodes. This requirement can be met in
practice, even in scenarios with fast channel fading or
network dynamics, since the fast-fading and fluctuat-
ing channels can be blacklisted at deployment time
and infrequent maintenance cycles in wireless sensor
networks, e.g., as specified in the WirelessHART stan-
dard for industrial wireless sensor networks [6]. Our
approach can leverage existing algorithms specifically
designed to detect conflict graphs efficiently in wire-
less sensor networks [45], [46]. These methods use
RSS measurements and determine and store conflict
graphs in a distributed fashion: a node only knows its
incoming/outgoing communication and interference
edges based on SNIR. Hence, conflict graph construc-
tion method is distributed and efficient in practice.

For vertex-coloring in distributed manner, the best
known deterministic algorithm [48] employs D1+O(1)

colors, where D is the maximum degree of the given
graph. The distributed methods for vertex-coloring
available in the literature of theoretical computer
science [48] involve multiple phases. A phase starts
only after its previous phase converges. Since the
WSN devices are characterized by low power and
resources, these algorithms are too heavy-weight for
WSNs. Here we present a simple and deterministic
distributed protocol suitable for WSNs, which can
employ at most ∆R + 1 channels, with ∆R being the
degree of the receiver-based conflict graph.

Let NR(u) denote the neighbors of node u in GR.
In our distributed method, every node u ∈ R has to
communicate with its neighbors NR(u) in GR. Note
that two neighbors u and v in GR may not be one-hop
away from one another in IC graph G. In such cases,
u and v communicate with one another by increasing
their transmission power like what is done in [46],
[47]. If this is not possible, communication between u
and v is done through the end-to-end route between
u and v. Channel allocation is done iteratively and
every round consists of communication between the
neighbors in GR. In every communication round,
all nodes use the same channel. Once the algorithm
converges, every node uses the channel determined
by the algorithm for subsequent communication. The
distributed receiver-based interference-free channel
allocation protocol consists of the following steps
comprising a procedure that is invoked iteratively:

1) In the beginning, every node u ∈ R is assigned
channel 1 (the smallest numbered channel). In
every round, each node u ∈ R broadcasts a

message containing its ID and chosen channel
to its neighbors NR(u).

2) Considering the current channel allocation
among neighbors NR(u), every node u repeat-
edly switches to the smallest channel not used
by any of its neighbors. Two neighbors cannot
switch channels simultaneously. If two neigh-
bors in GR want to switch at the same time, the
node with the smallest ID wins (as a local agree-
ment among neighbors) and switches channel.

3) After choosing the channel, each node u broad-
casts its chosen channel in a message (that also
contains its ID) to its neighbors NR(u) in GR.

4) The procedure is repeated until every node has
chosen a channel different from its neighbors in
GR and cannot choose a channel that is smaller
than its current channel.

The procedure in each node is shown as Algorithm 1
in Appendix. As stated before, two neighbors in GR

do not execute the procedure simultaneously.
The above algorithm converges when every node

in GR has chosen a channel different from those of
its neighbors NR(u), and cannot switch to a smaller
channel. In every round, the total number of messages
that are sent or received by a node u is O(|NR(u)|).
Theorem 1 proves the convergence of the algorithm.
Theorem 2 shows that the algorithm requires at most
∆ + 1 channels, where ∆ is the maximum degree of
G. For the network shown in Figure 1(a), the channels
selected by the nodes in different rounds (up to the
convergence) of Receiver-based channel assignment
are shown in Table 1 in Appendix for any m > 3.

Theorem 1: Receiver-based interference-free channel
allocation algorithm converges in |EI | rounds, where
|EI | is the total number of interfering links in G.

Proof: See Appendix.
Theorem 2: Receiver-based interference-free channel

allocation algorithm requires at most ∆ + 1 channels,
where ∆ is the maximum degree in G.

Proof: See Appendix.

5.2 Link-based Channel Allocation

Receiver-based allocation can end up with extra inter-
ference for some transmission link, thereby limiting
the communication possibilities for some nodes. As a
result, when all transmission conflicts are completely
resolved through a time slot assignment phase, the
schedule length becomes longer if a receiver-based
allocation is adopted. This limitation can be signifi-
cantly overcome by adopting a link-based allocation
since it allows better spatial reuse. This is illustrated
in Figure 2 through a simple example considering
m= 2. The number in the rectangle beside every re-
ceiver shows its assigned channel. Under this receiver-
based allocation, every time node w transmits, none
of a’s children should transmit. This problem can be
avoided using a link-based channel allocation instead
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(as shown beside the links) by assigning channel 1 to
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Fig. 2. Link-based channel allocation
A reduction similar to the one used in [5] (that

proves that receiver-based interference-free channel
assignment is NP-hard) can also be used to prove that
link-based interference-free channel allocation is NP-
hard as shown in Theorem 3.

Theorem 3: Given a routing tree T on an IC graph
G = (V,E), and a total of m channels, it is NP-
complete to decide whether there exists some channel
allocation f to the links in T such that G becomes
interference-free.

Proof: See Appendix.
Now we present a distributed algorithm for link-

based channel allocation to minimize the number of
channels in order to eliminate all interfering links.
This approach is also similar to the distributed vertex-
coloring adopted for receiver-based allocation in the
previous subsection.
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Fig. 3. Link-based con-
flict graph GL of G

Two senders in G are
called interfering if one’s
transmission is interfered by
the other. In order to elim-
inate all interference, every
sender’s transmission link
must be assigned a channel
that is different from those
of its interfering senders. Therefore, for the IC graph
G = (V,E), we can assume a link-based conflict-graph,
denoted by GL = (V − {s}, EL), that consists of
all senders V − {s} as nodes, and an edge (in EL)
between every interfering sender pair. For example,
Figure 3 shows the link-based conflict-graph of the
IC graph of Figure 1(a). Considering every channel as
a color, vertex-coloring of GL provides the solution for
link-based interference-free channel allocation in G to
minimize the number of channels (colors).

Using the same distributed algorithm as the one
used for receiver-based channel allocation in the pre-
ceding subsection, we now vertex color graph GL.
The procedure in each node is shown as Algorithm 2
in Appendix. As stated before, two neighbors in GL

do not execute Algorithm 2 simultaneously. If two
neighbors in GL want to execute simultaneously, the
node with the smallest ID wins (as a local agreement
among neighbors) and executes to switch its channel.
When the entire distributed algorithm converges, ev-
ery sender (i.e., every sender’s transmission link) is
assigned a channel that is different from any interfer-
ing sender’s channel. This algorithm converges within
|EI | rounds, and employs at most ∆L + 1 channels,
where ∆L is the maximum degree in GL (proofs are

similar to those of Theorems 1 and 2). For the network
shown in Figure 1(a), the channels selected by the
nodes in different rounds (up to the convergence) of
Link-based channel assignment are shown in Table 2
in Appendix for any m > 3.

6 MINMAX CHANNEL ALLOCATION

Note that WSNs usually have a moderate number of
channels (e.g., 16 channels for WSNs based on IEEE
802.15.4), and noisy environments may further reduce
the number of available channels due to blacklist-
ing [6]. Therefore, there may not exist enough chan-
nels to remove all interference using the algorithms
presented in the previous section. In such a situation,
we adopt MinMax channel allocation whose objective
is to minimize the maximum interference experienced
by any transmission link across the network. Since
receiver-based allocation may not minimize the maxi-
mum interference experienced by a transmission link
(Subsection 5.2), we follow a link-based approach for
MinMax channel allocation.

We first prove that MinMax allocation is NP-hard
by showing that its decision version is NP-complete.

Theorem 4: Given a routing tree T on an IC graph
G = (V,E), m channels, and an integer k, it is NP-
complete to decide if there exists a channel allocation
f to the links in T such that the maximum conflict in
G is at most k.

Proof: See Appendix.
Now we present a distributed algorithm for Min-

Max channel allocation. In the protocol, every node
needs to communicate with its neighbors in link-
based conflict graph GL (see Subsection 5.2 and Fig-
ure 3 for GL) to compute its conflict. For any node u,
the set of its neighbors in GL is denoted by NL(u).
Communication in the neighborhood in GL is done
based on the same approach presented in the previous
section. Distributed MinMax algorithm consists of the
following procedure that is invoked iteratively:

1) Before the invocation of the procedure, every
node u ∈ V − {s} is assigned a random channel
in the range between 1 and m. Every node
u ∈ V − {s} broadcasts a message containing
its ID and channel to its neighbors NL(u) in GL.

2) Considering the current channel allocation
among the neighbors in GL, every node calcu-
lates its conflict C(u, f) and broadcasts again to
the neighbors NL(u).

3) For each node u, once it receives the message
containing C(v, f) from each neighbor v in GL,
node u calculates its conflict C(u, f) on every
channel. Any channel used by a neighbor v with
C(v, f) > C(u, f) is considered unavailable at
u. That is, node u excludes all channels used
by the neighbors with higher conflicts in the
current round. This is done because switching to
such a channel increases the neighbor’s conflict
which may increase the maximum conflict in the



7

network. Among the available channels, node u
switches to the channel that results in the small-
est C(u, f), breaking ties arbitrarily. Two neigh-
bors cannot switch channels simultaneously. If
two neighbors want to switch at the same time,
the node with the smallest ID wins.

4) After choosing the channel, every node broad-
casts its chosen channel to its neighbors in GL.

5) The procedure repeats as long as some node u
can decrease C(u, f) using its available channels.

The procedure in each node is shown as Algorithm 3
in Appendix. As stated before, two neighbors in GL

do not execute Algorithm 3 simultaneously. If two
neighbors in GL want to execute simultaneously, the
node with the smallest ID wins (as a local agreement
among neighbors) and executes to switch its channel.

In each communication round, all nodes use the
same channel for communication. Once the algorithm
converges, every node uses the channel determined
by the algorithm for subsequent communication. Each
node u needs to send or receive O(|NL(u)|) messages
in a round. The algorithm converges when no node
can decrease its conflict using its available channels.
Theorem 5 proves its convergence. For the network
shown in Figure 1(a), the channels selected by the
nodes in different rounds (up to the convergence) of
Link-based channel assignment are shown in Table 3
in Appendix considering m = 2.

Theorem 5: MinMax Channel Allocation converges
in |EI | rounds, where |EI | is the total number of
interfering links in G.

Proof: See Appendix.
Theorem 6: Upon MinMax Channel Allocation, the

maximum conflict in G is at most bCmax

m c, where Cmax

is the maximum conflict in G under single channel.
Proof: See Appendix.

The key advantage of the MinMax objective is that
it can mitigate bottlenecks in a WSN where a node
or link experiences excessive interference. The simu-
lation results (presented in Section 8) indicate that the
MinMax objective is more effective than minimizing
the total interference in the network in terms of critical
network metrics such as latency.

7 DISTRIBUTED LINK SCHEDULING

Note that channel allocation cannot resolve all trans-
mission conflicts in a WSN due to two reasons. First,
the number of available channels is limited and may
not suffice to remove all interference. Second, each
WSN device is equipped with a half-duplex radio
that prevents a node from both transmitting and
receiving at the same time, and also prevents recep-
tion from two senders simultaneously. Therefore, a
channel allocation is complemented by a time slot as-
signment. Namely, any two conflicting transmissions
are assigned different time slots. While this can be
achieved through a joint channel allocation and time
slot assignment, performing channel allocation and
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Fig. 4. IC graph and schedule conflict graph
time slot assignment in two different phases simplifies
this optimization problem. In this section, we present
a distributed algorithm for time slot assignment after
MinMax channel allocation. Namely, we first per-
form MinMax channel allocation. Then, we perform a
time slot assignment that avoids transmission conflicts
through both tree links and the residual interference
links to create a conflict-free schedule.

In the time slot assignment algorithm, every link
is assigned a relative time slot in a frame, and the
link is activated at that slot of the frame. The frame is
repeated continuously. Note that, after MinMax chan-
nel allocation, the network can still be considered as
a new IC graph with reduced interference. Therefore,
a proof similar to Theorem 3 implies that scheduling
all links to minimize the frame length is NP-hard. We
provide a distributed method for time slot assignment
that minimizes the frame length.

To resolve the conflict through both tree links and
residual interference links after MinMax channel allo-
cation, we determine a schedule conflict graph GS of
IC graph G as follows:
• Ignore all interfering links that are removed by

MinMax channel allocation.
• Add links between siblings. The links between

parent and children remain unchanged.
• For every interfering link (u, v) from u to v that

still exists after channel allocation f , add a link
from u to every child z of v with f(z) = f(u).

For the IC graph G shown in Figure 1(a), let
Figure 4(a) shows the channel allocation, where the
number beside a sender shows its assigned channel.
Then Figure 4(b) shows its schedule conflict graph
GS . In a TDMA schedule, any two nodes that are
neighbors in GS must be scheduled on different time
slots. We use the same distributed algorithm as the
one used for interference-free channel allocation. We
run the algorithm considering schedule conflict graph
GS . Now, instead of channel, we allocate a time slot
to every node in GS . Every node starts with slot 1.
In each round, the nodes switch to the smallest slot
not assigned to any neighbor in GS . The maximum
time slot assigned to a node indicates the length of
the frame, since the frame will repeat after this slot.

Theorem 7: The frame length determined by the dis-
tributed link scheduling algorithm is at most bCmax

m c+
∆T + 1, where Cmax is the maximum conflict in G
under single channel, ∆T is the maximum degree of
the routing tree.

Proof: See Appendix.
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8 EVALUATION
We evaluate our channel allocation protocols through
simulations based on the topologies of a WSN
testbed [49] spread over two buildings of Washington
University. The testbed consists of 74 TelosB motes,
each equipped with a Chipcon CC2420 radio compli-
ant with IEEE 802.15.4. We have developed a discrete-
event simulator that operates based on interference
data traces collected from the testbed. Figure 11 in
Appendix shows the interference and communication
edges on the testbed when every node’s Tx power
is set to -5dBm. We have collected 7 sets of data
traces at 7 transmission (Tx) power levels: −15, −10,
−7, −5, −3, −1, 0, all nodes operating on channel
26. Interference links are determined based on SNIR
using RID protocol [46] (detailed in Appendix). The
routing tree is constructed based on high quality links.

We also evaluate scalability of our protocols using
random topologies. A random network is generated
with an edge-density of 50%, i.e. with n(n− 1)50/200
edges for a network with n nodes. Packet reception
rate (PRR) along a link is assigned randomly in a
range [0.60, 1.0]. A node with the highest degree is
selected as the sink. A subset of links forms the
routing tree. All other links are interference links.
8.1 Interference-free Channel Allocation
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(a) Receiver-based allocation
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(b) Link-based allocation
Fig. 5. Channel allocation
on testbed topologies to
remove all interferences

Figure 5 shows the
number of channels
required in our
interference-free channel
allocation (1 run) on
testbed topologies at
different Tx power. For
receiver-based channel
allocation (Figure 5(a)),
our protocol requires no
more than 6 channels
(marked as ‘Dis Receiver-
based’ in the figure) in
every topology, and these
values are less than the
theoretical upper bound.
We compare the results
against a well-known
centralized heuristic, called Largest Degree First
(LDF) [5] (where a node is assigned the first available
frequency in non-increasing order of degrees). While
LDF is inherently more effective at the cost of
centralized behavior, the figure indicates that the
numbers of channels required by the centralized LDF
and that by our distributed protocol vary at most
by 1. For the link-based allocation (Figure 5(b)), the
number of channels required by our protocol is much
less than its theoretical bound.
8.2 MinMax Channel Allocation
Now we evaluate the MinMax algorithm. We plot
the maximum conflict among all transmission links

and the average conflict per transmission link after
channel allocation. Each data point is the average of 5
runs. We compare the results with that of GBCA [8],
the only known distributed protocol that minimizes
the total interferences in the network in a receiver-
based allocation. We also compare the performance
with a centralized greedy approach that works as follows.
Every time it determines the link that experiences
the maximum conflict. If there exists a link such that
switching its channel to a different one decreases the
maximum conflict, then it switches to that channel.
Any sender that does not affect the maximum conflict
switches to the channel that results in maximum
decrease in its own conflict.
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Fig. 6. MinMax channel al-
location on testbed topology
with -5 dBm Tx power

Figure 6 shows the
performance of Min-
Max protocol on the
testbed topology with
-5 dBm Tx power un-
der varying number of
channels. It shows that
the maximum conflict
in GBCA using 2 chan-
nels is 27 while that in
MinMax is only 13. The average conflict per link is
4.55 in GBCA, and 2.87 in MinMax. The centralized
greedy heuristic results in a maximum conflict of
11, and an average of 2.85 per link. Both maximum
and average conflict in GBCA are higher than those
in MinMax allocation since GBCA does not aim to
minimize the maximum conflict.

Figure 7 shows the performance of MinMax pro-
tocol on random topologies with different number
of nodes. Figure 7(a) shows that the performance
gap between GBCA and MinMax increases with the
increase of network size. In a 700-node network with
2 channels, the maximum conflicts in GBCA, MinMax,
and centralized greedy heuristic are 470, 246, and
240, respectively; the average conflicts per link in
GBCA, MinMax, and centralized greedy heuristic are
183, 123, and 120, respectively. Figures 7(b) shows the
similar results using 4 channels. The results show that
MinMax protocol is highly effective in minimizing the
maximum interference. It also results in less (com-
pared to GBCA) average conflict which is very close to
that of the centralized greedy algorithm. The MinMax
protocol converges in 39s when the number of nodes
is no greater than 300 (Figures 7(c)). For a 700-node
network with 4 channels, it converges in 87s.

8.3 Latency under MinMax Channel Allocation

Here we implement our distributed link scheduling
protocol after both MinMax and GBCA channel al-
location. We consider TDMA with each time slot of
10ms (similar to WirelessHART [6] based on 802.15.4).
For scheduling, each node periodically generates a
packet resulting in a flow to the sink. All node have
the same period. We record the maximum packet
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Fig. 7. MinMax channel allocation on random topologies
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Fig. 8. Network performance on testbed topology at -5 dBm
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Fig. 9. Network performance on random topology of 400 sensor nodes

delay and the average packet delay in both protocols.
The delay of a packet is counted as the difference
between the time when it is delivered to the sink and
the time when it was released at its source. In every
run, a set of source nodes is selected randomly. Each
data point is the average of 5 runs.

Figure 8 shows the delays under different number
of flows on the testbed topology at -5 dBm Tx power.
Figure 8(a) shows that the maximum delay among 70
flows under GBCA using 2 channels is 40.65s while
that under MinMax allocation is only 34.40s. The av-
erage delay per packet is 8.60s under GBCA, and 7.24s
under MinMax. In every setup, the 95% confidence in-
terval remains within ±1.7s for maximum delay, and
within ±0.43s for average delay for each protocol. The
performance difference between GBCA and MinMax
increases in larger networks as shown for random
topologies of 400 nodes in Figure 9. For 400 flows and
2 channels (Figure 9(a)), the maximum delay is 692.61s
under GBCA, and 526.68s under MinMax; the average
delay per packet is 155.18s under GBCA, and 117.04s
under MinMax. In every setup, the 95% confidence
interval remains within ±16.7s for maximum delay,
and within ±4.65s for average delay for each protocol.
The results indicate that MinMax allocation is more
effective in terms of packet latency.

8.4 Channel Allocation Message Overhead
Figure 10 shows the total number of messages used
in MinMax channel allocation and link scheduling
along with the total number of data transmissions. We
used a setup similar to the preceding experiment. We

consider networks with 101, 201, 301, and 401 nodes
where in each case 1 node serves as the sink while all
the other nodes are the sources of data. Every source
node periodically generates a packet, all nodes having
the same period. We compare the message overhead
with the number of data messages in one cycle of data
collection. Note that realistically channel allocation
will be needed after multiple rounds of data collection.
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Fig. 10. Comparison of
message cost for channel al-
location and one round of
data collection

This result shows that
even when compared
to one cycle of data col-
lection, channel alloca-
tion and link schedul-
ing have lower mes-
sage overhead. For ex-
ample, the proportion
of the total data trans-
missions to the total
messages needed for
channel allocation and
link scheduling is 0.7 for 1 cycle of data collection in
a network of 400 nodes. For c cycles of data collec-
tion, this fraction becomes 0.7

c . Usually, upon channel
allocation once, a multi-channel application (such as
data collection) can run continuously based on that
allocation until some network condition changes. For
example, the message overhead will be below 3% of
the data load if data allocation and scheduling are
performed once every 25 rounds of data collection.
The message overhead is therefore acceptable in many
deployment scenarios.
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9 CONCLUSION

We have proposed a set of distributed protocols for
channel allocation in WSNs. For WSNs with an insuf-
ficient number of channels, we have proposed a fair
channel allocation protocol that minimizes the max-
imum interference experienced by any transmission
link. In the future, we plan to design traffic-aware
protocol, and implement the results on testbeds.
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APPENDIX

SUPPLEMENTAL MATERIALS

Distributed Channel Allocation Protocols
for Wireless Sensor Networks

Abusayeed Saifullah, You Xu, Chenyang Lu, Yixin
Chen

Proof of Theorem 1

Until the algorithm converges, in every round at least
one node switches its channel that is different from its
neighbors in the receiver-based conflict graph GR. If a
node u switches to a channel that is different from its
neighbors’ channels, the interference links between u
and its neighbors NR(u) are removed. Since no two
neighbors in GR switch channels in the same round,
at least one interfering link in G is removed in every
round. Since the total interfering links in G is |EI |, the
algorithm converges in at most |EI | rounds.

Proof of Theorem 2

Let ∆R be the maximum degree of GR. The channels
are numbered 1,2, · · · in increasing order. Every node
initially has channel 1. Every time a node switches
channel, it switches to the smallest channel not used
by the neighbors. Hence, the largest possible channel
to which a node can switch is ∆R +1, which happens
if all first ∆R channels are chosen by its neighbors
in GR. Hence, the algorithm employs at most ∆R + 1
channels. Since ∆ ≥ ∆R, the theorem follows.

Proof of Theorem 3

The problem is in NP since, given an instance of the
problem, we can verify in O(|E|) time whether the
network is interference-free. Following reduction from
vertex-coloring implies NP-hardness. Given any in-
stance 〈G, k〉 of the vertex-coloring problem in graph
G = (V,E), we create a sink node s as the parent of
every u ∈ V, and create a child for every u. Now for
every edge (u, v) ∈ E, we create an interfering link
between u’s child and v (or between v’s child and u).
This constructs an IC graph G = (V,E). A channel
allocation f uses the color of u ∈ V as the channel of
u’s child, and uses any channel c, 1 ≤ c ≤ k, for u
in G. Thus, G can be vertex-colored with k colors if
and only if f can remove all interference links from
G using k channels.

Proof of Theorem 4
When k = 0, the decision problem of the theo-
rem represents a decision version of the link-based
interference-free channel allocation (Problem 2) that
has been proved to be NP-complete in Theorem 3.
Thus, this decision problem is a generalization of that
of Problem 2 and, hence, is NP-complete.

Proof of Theorem 5
Since MinMax algorithm is repeated as long as some
node u can decrease its C(u, f) using its available
channels, in every round at least one node switches
its channel. Assuming the neighbors of u in GL keep
their channels unchanged, changing the channel of u
that decreases C(u, f) implies that the total number
of interference links between u and its neighbors de-
creases. Since no two neighbors in GL switch channel
simultaneously, at least one interfering link in G is
removed in every round. Hence, similar to Theorem 1,
the algorithm converges in at most |EI | rounds.

Proof of Theorem 6
Let d(u) denote the degree of node u in link-based
conflict graph GL of G. The value d(u) is equal to the
conflict of u under single channel. We first prove that,
when MinMax Algorithm converges, at most bd(u)m c
neighbors in GL can have the same channel as the
one assigned to u, for any node u. Suppose to the
contrary, after the algorithm converges, there exists
some node v such that bd(v)m c + 1 of its neighbors in
GL have the same channel as the one assigned to v.
Let c be the channel assigned to v, and Z ⊆ NL(v)
be the neighbors of v in GL that have been assigned
channel c. Now according to the pigeon-hole principle,
there must be at least one channel c′ 6= c such that
at most bd(v)m c neighbors of v have been assigned
channel c′. If ∃z ∈ Z such that C(v, f) ≤ C(z, f),
then z will switch to channel c′ since it can decrease
its C(z, f). If C(z, f) ≤ C(v, f), then v will switch to
channel c′ since it can decrease its C(v, f). Both cases
contradict with the hypothesis that the algorithm
has converged. Therefore, when MinMax Algorithm
converges, at most bd(u)m c neighbors in GL can have
the same channel as the one assigned to u, for any
node u. Since Cmax is equal to the maximum degree
in GL, the theorem follows.

Proof of Theorem 7
According to Theorem 2, the total time slots used in
the frame is at most ∆S+1, where ∆S is the maximum
degree in GS . After MinMax channel allocation, ∆S ≤
bCmax

m c+ ∆T . Hence, the bound follows.
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Fig. 11. Testbed topology at -5 dBm Tx power (solid green lines are communication link; dotted red lines are
interference link; the solid black node is the sink)

Algorithm 1: Receiver-based channel assignment
at receiver node u

input: channel ids 1, 2, · · · ,m;
output: a channel different from the channels chosen by the
neighbors in GR;
f(u)← 1 /* first assign the smallest channel */
Broadcast the message 〈u, f(u)〉 to its neighbors NR(u);
if the message from each node in NR(u) has been received then

ch← min{c|1 ≤ c ≤ m and c 6= f(z)∀z ∈ NR(u)};
if f(u) 6= ch then f(u)← ch /* switch channel */

end
Broadcast the message 〈u, f(u)〉 to its neighbors NR(u);

XXXXXXXXtime
node

a b c s

Round 1 1 1 1 1
Round 2 2 1 1 2
Round 3 2 3 1 2

TABLE 1
Channels selected in different rounds by the receiver

nodes in Receiver-based channel assignment

Algorithm 2: Link-based channel assignment at
sender node u

input: channel ids 1, 2, · · · ,m;
output: a channel different from the channels chosen by the
neighbors in GL;
f(u)← 1 /* first assign the smallest channel */
Broadcast message 〈u, f(u)〉 to its neighbors NL(u) in GL;
if the message from each node in NL(u) has been received then

ch← min{c|1 ≤ c ≤ m and c 6= f(z)∀z ∈ NL(u)};
if f(u) 6= ch then f(u)← ch /* switch channel */

end
Broadcast the message 〈u, f(u)〉 to its neighbors NL(u);

XXXXXXXXtime
node

a b c d u v w x y z

Round 1 1 1 1 1 1 1 1 1 1 1
Round 2 2 2 2 2 2 2 1 1 1 1
Round 3 2 2 2 2 2 2 1 3 1 1

TABLE 2
Channels selected in different rounds by the sender

nodes in Link-based channel assignment

Algorithm 3: MinMax channel assignment at node
u
f(u)← rand(1,m); /* assign a random channel */
Broadcast message 〈u, f(u)〉 to its neighbors NL(u) in GL;
if message 〈v, f(v)〉 from each v ∈ NL(u) has been received then

Determine C(u, f) considering current assignment;
Broadcast message 〈u,C(u, f)〉 to its neighbors NL(u);

end
if message 〈v, C(v, f)〉 from each v ∈ NL(u) is received then

A← {1 ≤ c ≤ m| 6 ∃v ∈ NL(u) s.t. C(v, f) > C(u, f)};
/* A indicates the set of channels from
which node u will choose a channel */
ch← the channel in A that causes the minimum C(u, f);
if f(u) 6= ch then f(u)← ch /* switch channel */

end
Broadcast the message 〈u, f(u)〉 to its neighbors NL(u);

XXXXXXXXtime
node

a b c d u v w x y z

Round 1(random) 2 1 2 1 1 1 2 1 1 1
Round 2 2 2 2 1 1 2 2 1 1 1

TABLE 3
Channels selected in different rounds by the sender
nodes in MinMax channel assignment when m = 2



3

GENERATING WSN TOPOLOGY WITH INTER-
FERENCE LINKS FOR EVALUATION

We evaluate our channel allocation and link schedul-
ing protocols on the topologies of an indoor WSN
testbed [49] spread over two buildings (Bryan Hall
and Jolley Hall) of Washington University in St louis.
The testbed consists of 74 TelosB motes each equipped
with a Chipcon CC2420 radio compliant with IEEE
802.15.4. We have developed a discrete-event simu-
lator that operates based on interference data traces
collected from the testbed. The traces were obtained
by having each node in the testbed take turns broad-
casting a sequence of 50 packets. All nodes operated
on channel 26 of IEEE 802.15.4. While the application
transmits packets as soon as possible, the MAC layer
applied for each transmission a randomized back-off
uniformly distributed in the interval [10ms, 170ms].
The batch of 50 packets takes 4.5s on average to
transmit. The remainder of the nodes recorded the
Received Signal Strength (RSS) of the packets they
receive. The short delay between the transmissions
of packet pertaining to the same batch allows us to
capture the short-term variability of RSS. We have
collected 7 sets of data traces at 7 transmission (Tx)
power levels: −15, −10, −7, −5, −3, −1, 0 dBm.
Collecting the data traces over three consecutive days
captured the long-term variability. RSS traces collected
from the 74-node testbed are used to configure the
simulations. Figure 11 shows the interference and
communication edges on the testbed when every
node’s Tx power is set to -5dBm. The topology shown
in Figure 11 is embedded on the floor plan of two
buildings.

The network topologies used in the simulations
are based on RSS traces collected from the testbed.
We determine the communication and interference
links between nodes as follows. A node A may com-
municate with a node B if node B’s RSS average
during A’s transmissions exceeds a threshold of -
85 dBm. Prior empirical studies have shown that
links with RSS above this threshold typically have
high packet reception rate (PRR) [50]. Interference
links are determined based on RID protocol [46]. RID
models interference as a graph that is constructed
as follows. To determine whether the transmissions
of other nodes can interfere with a communication
link (A,B), RID calculates the Signal to Noise Plus
Interference Ratio (SNIR) at node B for each set of k
senders (k = 3 in our setup) assuming they transmit
simultaneously as A transmits to B. For each set of
senders S(B), RID computes the SNIR at B when A
and the set of senders S(B) transmit simultaneously.
The RSS of a link is computed as the average of
the four 50 packet batches collected from the testbed.
The RSS of missing packets is overestimated to equal
the receiver sensibility of CC2420 (-90 dBm). If the
computed SNIR is below a threshold a link from

each node in S(B) to B is added as an interference
link. The SNIR threshold was set to 5 dB consistent
with empirical studies that showed that meeting this
threshold is usually sufficient for correctly decoding
packets in the presence of interference [7], [46]. The
routing tree on a topology is constructed based on
high quality links.


