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In our paper [4], we experimentally evaluated our work, Teseo,
together with five other systems under the LDBC Graphalytics
benchmark [6]. We developed and publicly released [2] an ad-hoc
driver for the purpose. Since the time the paper was published, a
bug [1] in the driver has been found. Due to this bug, we discovered
that the completion times for Graphalytics have been incorrectly
measured by 1 second or slightly more than their actual values. This
issue involves the results of Table 2, Figure 8 and Table 3 reported
in our paper [4]. Still, because the bug equally affected all systems
evaluated and it is only related to the measurements, most of the
comparisons and the general conclusions in the paper still hold.

We also want to take advantage of this errata to further integrate
some additional feedback, related to the driver, that we received
after the publication of the paper and that we believe it can provide
substantial value to the presented results. In detail:

(1) We correct the error [1] in the measurements of our Graph-
alytics driver [2]. As effect, all the absolute results of Table
3 in [4] become lower of about 1 second.

(2) We replace the output of the experiments from a hash table
to a vector. The output of all algorithms in Graphalytics is
a score associated to each vertex in the graph. With a hash
table, all systems took several seconds to create it in Scale
Factor SF 26. In some cases, this cost could be higher than
the actual execution of a kernel. By replacing the hash table
with a vector, the output is always created in the order of
milliseconds for the CSR. This change allows to report a
completion time of less than a second for the BFS execution
of the CSR with SF 26.

(3) We stabilise the results for the CSR in the CDLP kernel
for SF 22 and SF 24 of Table 3 in [4], by repeating the
experiments a higher number of times. The previous results
were caused by “bad runs”, where the algorithm converged
more slowly due to non deterministic choices made by the
OpenMP scheduler.
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We note that the changes 1-2 only involve the driver [3] and
equally affect all systems evaluated. We request to amend Table 2,
Figure 8 and Table 3 of [4] with the new measurements, attached
to this errata. It follows:

• Table 2 shows the speed-up of our CSR implementation
over GraphMat and GraphBlas. Compared to the results in
paper [4], due to the improvements to our driver, the CSR
becomes always faster than the other systems, based on
their native external drivers, and the speed-up differences
are larger.

• Figure 8 shows the speed-up of the kernel implementations
used in our experiments over those shipped by the library
authors. Compared to the same Figure 8 in [4], the speed-up
differences are more pronounced, particularly for the BFS,
as the completion times for the kernels are lower.

• Table 3 shows the speed-up of the CSR implementation
over the systems evaluated. Compared to Table 3 in [4], the
completion times of the CSR are generally lower. As conse-
quence, the speed-up differences are more pronounced for
the SF 22, SF 24 and the BFS kernel. There are only limited
differences for SF 26, as the overall completion times were
already dominated by the kernel executions. The speed-up
of the CSR over GraphOne can now be significant for the
faster kernels, due to the time spent by this system to set
up a static view. The speed-up of the CSR over LiveGraph
for the BFS kernel can also be particularly high, due to
the preprocessing time required to compute the degrees of
the vertices1. These overheads were previously hidden in
the measurements of [4]. The results for the CDLP kernel
for the CSR are always better or comparable to the other
systems.
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1In LiveGraph, the API does not provide the degree of a vertex and it needs to be
computed explicitly.
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CSR (baseline) < 1𝑚𝑠 1.48𝑠 472𝑠 69𝑠 0.16𝑠 0.37𝑠 0.04𝑠
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CSR (baseline) 0.03𝑠 4.25𝑠 436𝑠 18.05𝑠 0.43𝑠 1.26𝑠 0.19𝑠
Stinger 127.21𝑥 1.43𝑥 3.16𝑥 N/A 6.22𝑥 3.32𝑥 5.78𝑥 Stinger 4.86𝑥 1.30𝑥 2.97𝑥 N/A 4.01𝑥 1.92𝑥 4.26𝑥
LLAMA 2.31x 2.67𝑥 DNF N/A 1.05x 5.99𝑥 1.30𝑥 LLAMA 1.44x 2.51𝑥 DNF N/A 1.44x 4.00𝑥 1.07x
GraphOne 4386.22𝑥 3.66𝑥 1.29𝑥 N/A 25.50𝑥 11.72𝑥 135.48𝑥 GraphOne 112.18𝑥 2.91𝑥 1.34𝑥 N/A 11.55𝑥 4.91𝑥 65.52𝑥
LiveGraph 84.57𝑥 1.20𝑥 1.43𝑥 N/A 3.02𝑥 2.09𝑥 2.59𝑥 LiveGraph 17.85𝑥 2.16𝑥 1.46𝑥 N/A 4.75𝑥 2.04𝑥 2.51𝑥
Teseo, log. vtx 11.05𝑥 1.54𝑥 1.60𝑥 1.49𝑥 2.59𝑥 2.23𝑥 2.76𝑥 Teseo, log. vtx 1.58𝑥 1.76𝑥 2.20𝑥 3.72𝑥 4.29𝑥 2.98𝑥 4.39𝑥
Teseo, real vtx 9.24𝑥 0.99x 1.08x 1.27x 1.14𝑥 1.38x 0.98x Teseo, real vtx 1.87𝑥 1.13x 1.18x 1.90x 1.91𝑥 1.66x 1.56𝑥
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CSR (baseline) 0.15𝑠 34𝑠 32𝑠 4.88𝑠 4.08𝑠 8.26𝑠 1.45𝑠
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CSR (baseline) 0.14𝑠 21𝑠 3195𝑠 105𝑠 2.63𝑠 6.71𝑠 1.04𝑠
Stinger 2.23𝑥 1.18𝑥 2.36𝑥 N/A 2.49𝑥 1.89x 1.99𝑥 Stinger 4.70𝑥 1.20𝑥 DNF N/A 3.17𝑥 1.78x 3.49𝑥
LLAMA 1.63𝑥 2.19𝑥 DNF N/A 2.42𝑥 8.47𝑥 1.51𝑥 LLAMA 1.41x 1.98𝑥 DNF N/A 1.68x 5.25𝑥 1.18x
GraphOne 26.81𝑥 2.03𝑥 3.13𝑥 N/A 3.33𝑥 3.15𝑥 61.32𝑥 GraphOne 31.68𝑥 2.00𝑥 DNF N/A 4.05𝑥 2.79𝑥 57.49𝑥
LiveGraph 6.33𝑥 1.90𝑥 1.65𝑥 N/A 3.07𝑥 2.99𝑥 2.07𝑥 LiveGraph 19.40𝑥 1.77𝑥 DNF N/A 3.74𝑥 1.94𝑥 2.07𝑥
Teseo, log. vtx 1.10𝑥 1.69𝑥 3.18𝑥 3.60𝑥 3.20𝑥 3.46𝑥 2.95𝑥 Teseo, log. vtx 1.52𝑥 1.77𝑥 DNF 6.14𝑥 3.96𝑥 3.23𝑥 4.46𝑥
Teseo, real vtx 0.76x 1.05x 1.38x 1.89x 1.53x 2.11𝑥 1.48x Teseo, real vtx 1.68𝑥 1.04x DNF 1.93x 1.86𝑥 1.98𝑥 1.59𝑥
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CSR (baseline) 0.55𝑠 170𝑠 137𝑠 20𝑠 20𝑠 40𝑠 6.87𝑠
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26 CSR (baseline) 0.50𝑠 108𝑠 DNF 683𝑠 15.05𝑠 36𝑠 5.19𝑠
Stinger 4.24𝑥 1.16𝑥 2.46𝑥 N/A 2.15𝑥 1.81x 1.82𝑥 Stinger 2.55𝑥 1.13𝑥 DNF N/A 2.49𝑥 1.63x 2.91𝑥
GraphOne 12.24𝑥 1.68𝑥 3.33𝑥 N/A 2.30𝑥 2.76𝑥 59.94𝑥 GraphOne 10.26𝑥 1.66𝑥 DNF N/A 2.64𝑥 2.22𝑥 62.01𝑥
LiveGraph 7.19𝑥 1.59𝑥 1.64𝑥 N/A 2.75𝑥 3.16𝑥 1.95𝑥 LiveGraph 21.72𝑥 1.53𝑥 DNF N/A 3.14𝑥 2.02𝑥 1.89𝑥
Teseo, log. vtx 1.30𝑥 1.62𝑥 3.46𝑥 4.22𝑥 2.93𝑥 3.48𝑥 2.01𝑥 Teseo, log. vtx 1.34𝑥 1.71𝑥 DNF DNF 3.45𝑥 2.97𝑥 4.24𝑥
Teseo, real vtx 0.89x 1.02x 1.39x 2.03x 1.39x 2.16𝑥 1.46x Teseo, real vtx 1.03x 1.00x DNF 2.08x 1.62x 1.76𝑥 1.49x

Table 3: Results measured in the Graphalytics benchmark. For the CSR, we report the absolute completion time. For all the
other systems, for ease of comparison, we show the speed-up of the CSR over the given system. The best result, outside the
CSR, is marked in bold. The results refer to the median out of 15 runs.

System Graph BFS CDLP LCC PageRank SSSP WCC

GraphMat graph500-24 94.55𝑥 40.15𝑥 DNF 49.39𝑥 7.23𝑥 177.13𝑥
uniform-24 268𝑥 74.12𝑥 198𝑥 87.06𝑥 10.74𝑥 179.12𝑥

SuiteSparse graph500-24 13.82𝑥 3.40𝑥 3.04𝑥 10.44𝑥 2.06𝑥 4.15𝑥
uniform-24 7.92𝑥 2.19𝑥 4.62𝑥 10.64𝑥 2.87𝑥 5.22𝑥

Table 2: Speed-up achieved by our CSR baseline over Graph-
Mat [8] and SuiteSparse:GraphBLAS [5]. The results refer to
the processing time [7], that is, the completion time without
the preprocessing and loading time, from the median out of
5 runs.

Figure 8: Speed-up of the graph algorithms from the GAP
BS over the same algorithms provided by the library authors,
for the graph500 and uniform graphs at SF 24.
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