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Abstract
The paper studies existing approaches and methods used in the task of objects tracking on video, which
is one of the most important tasks facing both visual data analysis systems as a whole and road traffic
control systems mounted on moving participants of the scene directly (including self-driving vehicles).
The proposed approach is used for road scene perspective transform estimation, the search area location,
and works in conjunction with a convolutional neural network for objects tracking. The proposed
approach helps significantly increase tracking efficiency (on average 10 %, up to 20 % for certain object
classes) on a subset of the road scenes videos shot from a moving vehicle and can be used in practice in
environment perception modules mounted directly to vehicles.
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1. Introduction

In the automotive industry, computer vision algorithms are used to solve various problems. For
example, object and lane detection, velocity and free space estimation, creating functions for
understanding the environment, motion planning for autonomous moving devices.

The task of tracking an object between two frames of a video sequence can be represented as
a search for the position of the object 𝑅(𝐹𝑖) at some frame 𝐹𝑖, by the known state of the object
on the previous frame of the sequence 𝑅(𝐹𝑖), which is given by a rectangular bounding box.

Object tracking technology is widely used in systems for the road environment understanding
in the modules of perception and motion planning for unmanned vehicles. Extensive use of
technology leads to additional requirements on them. These requirements are related to real-
time data processing in the changing weather and illumination conditions, and with the specific
nature of the movement of tracked objects. The specific nature of the movement of tracked
objects is characterized by high movement speed, frequent overlap, and significant frame-to-
frame object’s size change caused both by the own movement of the scene objects and the
movement of the camera.

In general, real-time object tracking algorithms can be divided according to the method of
obtaining and describing the model of the tracked object on two types of algorithms: classical
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ones, and based on the principles of machine learning.
Classical algorithms include the basic pattern of the search algorithm [1]. Those algorithms

estimate the position of an object at the next frame by searching the area most similar to the
used object template (object image at the previous frame) according to the minimum matching
error (SAD) criterion or a maximum of the correlation coefficient. Algorithms which are based
on principles of contours tracking uses as template information not about the entire pixel field
of an object, but its shape and boundaries [2]. It is necessary to take into account approaches
based on the methods of the object’s key points extracting and their subsequent comparison
with key points of the next frame search area [3]. The key points estimation algorithm can
be performed by the usage of different approaches described in [4], [5], [6], [7]. The task of
tracking objects on a video can be solved by the related task of the object’s motion estimation
[8].

The advantages of classical algorithms include availability to work without preliminary stage
training for tracking module, low computational complexity and high speed of the baseline
approaches. The disadvantages of classical algorithms include sensitivity to changes in the
illumination of the scene, the problems with object tracking at scenes with a non-static back-
ground. It should be noted that the above problems are inherent in the baseline algorithms of
this class, and there are algorithms based on the classical principles of computer vision, devoid
of these shortcomings. However, such approaches are usually computationally complex and
unable to work in real-time [9] and even more for organizing inter-machine exchange through
a network [10], [11], [12].

Algorithms based on the principles of machine learning use various neural network archi-
tectures [13], [14]. Also, algorithms can use other methods of machine learning, for example,
RandomForest [14], [15] These principles of machine learning allow extracting a set of tracked
object’s features, used later for searching object position at the next frame of the sequence.
Some of these approaches search for the position of the object on the next frame by searching
for candidate regions in a certain area [16]. Other approaches solve the problem of tracking
the object as a one-shot detection task [17]. The need for preliminary preparation of feature
extraction modules is a hallmark of algorithms which use machine learning methods [17].

ML-based algorithms (ML - machine learning) are more resistant to changes in the parameters
of the scene and more robustly extract features of partially overlapping scene objects, which
makes them more applicable in object tracking modules mounted on moving vehicles.

It should also be noted that when solving the task of tracking objects on video often used
modifications of the Kalman filter [18]. This modification used both for filtering the trajectory
of objects and for predicting the position of the object on the next frame based on the history of
its motion [16] are often used in the task of tracking objects on video.

The proposed approach combines a method for assessing the parameters of the perspective
transformation of the scene, used to refine the search region at the next frame of the sequence,
and a modified convolutional Siamese network for the object position estimation within the
given search region [17]. Usage of the proposed method for refining the parameters of the
search region is caused by the need to compensate the displacement and resizing of objects
moving longitudinally to the camera (in this case, the movement of these objects is generated
by both their movement and the displacement of the camera mounted on the vehicle).



2. The general scheme of the proposed approach

Conventionally, the task of tracking an object between two frames can be represented as a
search for the state of the object 𝑅(𝐹𝑖) on some frame 𝐹𝑖, based on the known state of the object
on the previous frame of the sequence 𝑅(𝐹𝑖−1), specified by a rectangular bounding box. The
proposed approach can be divided into two separate modules - a module for defining parameters
of an object search region on the next frame, used to calculate the assumed position and scale
of the object, and a modified convolutional neural network that searches for the position of the
object in a given region of interest [16]. The general diagram of the approach is given in figure
1.

Figure 1: The general scheme of the proposed approach

3. Method for refining search region parameters

For search region parameters estimation (center of an area 𝑖 = (𝑥, 𝑦) and scale 𝑆𝑖) on the frame
𝐹𝑖 used by the tracker for the object position estimation is used the procedure based on a method
of random samples [18] (RANSAC, Random Sample Consensus) and estimation of parameters
of the scene perspective transform by vanishing point search. At first step of the perspective
transformation estimation, object boundaries are searched using the Canny edge detector [1],
and a set of linear object boundary segments whose length exceeds 3 pixels is searched by
the Huff transform. Each segment 𝐸 = (𝑝𝑜𝑠, 𝑑𝑖𝑟, 𝑙𝑒𝑛) is described by the combination of the
position of the center 𝑝𝑜𝑠, the slope of the segment 𝑑𝑖𝑟 and its length 𝑙𝑒𝑛, while segments
whose angle of inclination to the vertical axis of the frame didn’t belong to the range from 10 to
70 degrees were removed.



The structure of the RANSAC algorithm can be described by two stages. At first stage a set of
hypotheses is selected, in this case, the hypothesis is a model of the vanishing point 𝑀(𝐸1, 𝐸2),
selected as the intersection of two random segments 𝐸1 and 𝐸2, obtained at the previous stage.
Finally, the votes for each model are counted and the model with the most votes is the output
of the algorithm (target vanishing point).

To count the votes of some hypothesis 𝑀(𝐸1, 𝐸2), we iterate around all available segments
𝐸𝑖 and calculate the weight of each voice using the following expression:

𝑣𝑜𝑡𝑒(𝐸𝑖,𝑀(𝐸1, 𝐸2) =

{︃
1−𝑒−𝛼 cos2 𝜃

1−𝑒−𝛼 · 𝛽 · 𝑙𝑒𝑛(𝐸𝑖), if 𝜃 ≤ 5∘,

0, otherwise
, (1)

where is the smaller angle between the voting segment and the line connecting the hypothetical
vanishing point to the center of the given segment, 𝛼 is the parameter describing the dependence
of the voice weight on the angles similarity level, 𝛽 is the coefficient describing the influence of
the segment length on the weight of the its vote.

The model with the most votes is the approximate position of the vanishing point, describing
the parameters of the perspective transformation of the scene. After finding this model, the
point refinement procedure is performed according to the approach described in [19].

Knowing the parameters (coordinates of angles) of the bounding box of the object 𝑅(𝐹𝑖−1) on
frame 𝐹𝑖−1 and the coordinates of the vanishing point 𝑉 𝑃 = (𝑥, 𝑦), we can construct a set of
estimated parameters of the search region (position and scale) based on the hypothesis about the
longitudinal motion of objects [1]. Hypothetical search regions are selected by shifting (taking
into account perspective transformation parameters) the bounding box of the object 𝑅(𝐹𝑖−1)
on the frame 𝐹𝑖 along the line connecting the center of the given object and the vanishing point,
so the coefficient of object scale (ratio of the area of the supposed bounding box to the size
of object’s box at the frame 𝑅(𝐹𝑖−1)) varies in the range from 0.75 to 1.25 with step 0.1. The
illustration is shown in Figure 2.

At next step, the most appropriate 𝑅′(𝐹𝑖) from the set of assumed bounding frames, is
selected based on the criterion of the maximum correlation level with the frame area 𝐹𝑖−1

corresponding to the image of an object 𝑅(𝐹𝑖−1).

4. Neural network model

After determining the hypothetical search region 𝑅′(𝐹𝑖) the position of the object on the
frame 𝐹𝑖 is searched using the Siamese neural network for tracking objects. The architecture
is almost identical to the network described in [17]. The main difference of this network
architecture is that in addition to the object template and search area specified by the previous
center of the frame 𝑅(𝐹𝑖−1), a hypothetical search region is also supplied to the network
input. The hypothetical search region is described by the bounding box center 𝑅′(𝐹𝑖0) and
size change factor 𝑆𝑖. This network solves the problem of object tracking as detecting with
template, operates in parallel with both fields of search and describes the received results
using the rectangular bounding boxes of 𝐵𝑝𝑟𝑜𝑝(𝐹𝑖, 𝑅𝐹𝑖−1, 1) and 𝐵𝑝𝑟𝑜𝑝(𝐹𝑖, 𝑅

′(𝐹𝑖), 𝑆𝑖) and the
probabilities of detection of 𝑃 (𝐹𝑖, 𝑅(𝐹𝑖−1, 1) and 𝑃 (𝐹𝑖, 𝑅

′(𝐹𝑖, 𝑆𝑖) corresponding to the search



Figure 2: The procedure for determining the parameters of the search region

area described by the previous object position and hypothetical search area respectively. The
resulting bounding box 𝑅(𝐹𝑖) is calculated according to the following expression:

𝑅(𝐹𝑖) =

{︂
𝐵𝑝𝑟𝑜𝑝(𝐹𝑖, 𝑅

′(𝐹𝑖), 𝑆𝑖), if 𝑃 (𝐹𝑖, 𝑅
′(𝐹𝑖), 𝑆𝑖)− 0.1|1− 𝑆𝑖| > 𝑃 (𝐹𝑖, 𝑅

′(𝐹𝑖−1), 1),
𝐵𝑝𝑟𝑜𝑝(𝐹𝑖, 𝑅

′(𝐹𝑖−1), 1), otherwise
,

(2)

5. Assessment of the effectiveness of the proposed approach

At this stage, a comparative analysis of the proposed approach and the classical implemen-
tation of the Siam-RPN tracker [15], which became the basis of the proposed approach, was
produced according to the mean overlap criterion (EAO, expected average overlap), calculated
in compliance with the procedure described in [19]:

𝜑 =
1

𝑁ℎ𝑖 −𝑁𝑙𝑜

𝑁ℎ𝑖∑︁
𝑁𝑠=𝑁𝑙𝑜

𝜑𝑁𝑠 (3)

In equation (3) 𝑁𝑙𝑜 is the minimum length and 𝑁ℎ𝑖 is the maximum length of the sequence
of frames on which the tracked object is present, and 𝑁𝑠 calculated according to the following
formula:

𝜑𝑁𝑠 =
1

𝑁𝑠

𝑁𝑠∑︁
𝑖=1

𝜑𝑖 (4)

Here (4) 𝑁𝑠 is the average overlap for length sequence 𝑁𝑠, and 𝜑𝑖 is the coefficient of overlap
a predicted position of the object and its true position on the frame i (IOU, intersection over



Table 1
Assessment of the effectiveness of the proposed approach

Expected Average Overlap, EAO

Siam-RPN [17] Proposed Diff, %
Siam-RPN [17]
+ UKF [18]

Proposed
+ UKF [18]

Diff, %

Car 0.36 0.41 13.89 0.37 0.42 13.51
Pedestrian 0.32 0.38 18.75 0.33 0.36 9.09

Rider 0.35 0.43 22.86 0.35 0.41 17.14
Bus 0.44 0.42 -2.22 0.45 0.45 0.00

Truck 0.44 0.46 4.5 0.43 0.47 9.3
Motorcycle 0.24 0.29 20.83 0.28 0.26 -7.14

Bicycle 0.21 0.24 14.29 0.2 0.25 25
Average 0.34 0.38 11.81 0.34 0.37 8.7

union [1]). A subset of the data set BDD100K [20], consisting of 61 road scenes sequences
shot from a moving car in various weather conditions and at different day times was used as
a test data set. Tracking was performed for each video object from its first appearance to the
end of the video. In this case, the initial state (position of the bounding box) of the object was
taken directly from the markup of used dataset. The results of the effectiveness analysis of the
proposed approach for different object’s classes are given in Table 1.

The obtained results show that using the proposed approach makes it possible to significantly
increase the efficiency of tracking objects compared to the classical implementation of Siam-RPN
[17]. It should be noted that the proposed approach operates with the same parameters (weights)
of the neural network as the classical implementation. At the same time, using the Kalman
filter [18] to predict the position of the object on the next frame (and select the corresponding
search region) does not give a noticeable increase in tracking quality (Siam-RPN [17] + UKF
[18] and Proposed + UKF [18]), this is primarily due to the small length of used video sequences,
during which the filter often does not have enough time to formalize the model of the object
movement.

6. Conclusion

The approach described in this article for tracking objects on video is based on the method of
refining the parameters of the search region and using a modified neural network for tracking
objects. The proposed approach of refining parameters of the search region is based on the
method of estimating the perspective transformation of the scene by searching for the vanishing
point and used to compensate the movement and scaling of objects caused by their longitudinal
movement and allows to significantly increase the efficiency of the neural network for tracking
objects (average 10%, up to 20% for some object classes) on a subset of video sequences of road
scenes taken from a moving camera. Modified network performs object search simultaneously
at two search areas using the same object template. It should be noted that the search region
refinement module usage slightly increases the computational complexity of the tracking process
and its duration. However, the information about perspective transformation may be used by



other unmanned vehicle modules, such as the road marking detection and tracking module. The
modified neural network also imposes higher requirements on the computational capabilities of
the used graphics accelerator (primarily its memory). However, the relative simplicity of the
original Siam-RPN architecture [17] allows the proposed approach for tracking objects to work
in real-time on devices mounted directly on moving unmanned vehicles.
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