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Abstract
The external and middle ear conditions are diagnosed using a digital otoscope. The clinical diagnosis of ear conditions 
is suffered from restricted accuracy due to the increased dependency on otolaryngologist expertise, patient complaint, 
blurring of the otoscopic images, and complexity of lesions definition. There is a high requirement for improved diag-
nosis algorithms based on otoscopic image processing. This paper presented an ear diagnosis approach based on a con-
volutional neural network (CNN) as feature extraction and long short-term memory (LSTM) as a classifier algorithm. 
However, the suggested LSTM model accuracy may be decreased by the omission of a hyperparameter tuning process. 
Therefore, Bayesian optimization is used for selecting the hyperparameters to improve the results of the LSTM network 
to obtain a good classification. This study is based on an ear imagery database that consists of four categories: normal, 
myringosclerosis, earwax plug, and chronic otitis media (COM). This study used 880 otoscopic images divided into 
792 training images and 88 testing images to evaluate the approach performance. In this paper, the evaluation metrics of 
ear condition classification are based on a percentage of accuracy, sensitivity, specificity, and positive predictive value 
(PPV). The findings yielded a classification accuracy of 100%, a sensitivity of 100%, a specificity of 100%, and a PPV 
of 100% for the testing database. Finally, the proposed approach shows how to find the best hyperparameters concern-
ing the Bayesian optimization for reliable diagnosis of ear conditions under the consideration of LSTM architecture. 
This approach demonstrates that CNN-LSTM has higher performance and lower training time than CNN, which has not 
been used in previous studies for classifying ear diseases. Consequently, the usefulness and reliability of the proposed 
approach will create an automatic tool for improving the classification and prediction of various ear pathologies.

Keywords Ear imagery database · Convolutional neural networks (CNN) · Hyperparameters · Bayesian Optimization · 
Long short-term memory (LSTM)

Introduction

The appropriate early detection of ear conditions is very 
significant to avoid hearing impairment [1]. The clinical 
examination of the ear is based on an otoscope and tuning 
fork to measure the ear function [2].

The otoscope is used as a diagnostic device to screen for 
ear canal and tympanic membrane (TM) that provide oto-
scopic images. The exact diagnosis of the ear conditions 
provides good control of the otoscopic examination for mag-
nification and illumination [3].

The ear conditions are classified according to clinical 
symptoms, otoscopic images, age, duration, frequency, and 
complications [4].

The pathological conditions for the middle ear, such 
as otitis media and TM perforation, and the external ear, 

 * Heba M. Afify 
 hebaaffify@yahoo.com

 Kamel K. Mohammed 
 tawfickamel@gmail.com

 Aboul Ella Hassanien 
 aboitcairo@gmail.com

1 Center for Virus Research and Studies, Al Azhar University, 
Cairo, Egypt

2 Faculty of Computers and Information, Cairo University, 
Giza, Egypt

3 Systems and Biomedical Engineering Department, Higher 
Institute of Engineering in Shorouk Academy, Al Shorouk 
City, Cairo, Egypt

4 Scientific Research Group in Egypt (SRGE), Cairo, Egypt

/ Published online: 16 March 2022

Journal of Digital Imaging (2022) 35:947–961

http://crossmark.crossref.org/dialog/?doi=10.1007/s10278-022-00617-8&domain=pdf


1 3

such as the external auditory canal (EAC), have unique 
characteristics that affected the auditory system [5]. These 
otologic diseases may be difficult to discover by diagnostic 
imaging, especially for ear tumors [6].

However, the otoscope's diagnostic accuracy ranges 
from 72 to 82% with otolaryngologists [7]. It means that 
the diagnosis by otoscope suffered from low accuracy due 
to the unavailability of specialists in otologic disorders 
and difficulties in determining ear diseases [8]. It has been 
noted that pediatricians achieved the diagnostic accuracy 
of 50% for middle ear pathology and 62% for acute otitis 
media (AOM) with pneumatic otoscopy [9]. At the same 
time, the video otoscopy showed a diagnostic accuracy of 
51% for AOM and 46% for serous otitis media (SOM) [10].

Also, the limitation of ear conditions is based on the 
real-time recognition of otitis media [11].

Most former otologic diagnoses using feature extrac-
tion have poor generalizability for complex cases of ear 
images [12].

The goal of this approach is to develop a deep learning-
based system that integrates the CNN and LSTM networks 
to automatically classify the four ear disorder types. CNN 
is utilized to extract features in the current proposal, and 
LSTM is used to classify ear disorders based on those 
features. The LSTM network has a built-in memory that 
allows it to learn from long-term imperative events. Lay-
ers are completely connected in fully connected networks, 
but nodes among layers are connectionless and process 
only one input. The nodes in an LSTM are linked from a 
directed graph along a temporal sequence that is consid-
ered an input with a defined order [13]. The results in [13] 
conceded that the combining of CNN and LSTM is very 
useful for enhancing the outcomes of categorization. The 
values of model parameters, such as weights and biases, 
must be learned throughout the training phase to obtain 
an efficient deep learning LSTM model. The weight and 
biases are controlled by hyperparameters. These hyperpa-
rameters cannot be directly acquired because they need to 
be set suitably. Therefore, hyperparameter adjustment is 
needed, and it will take several iterations to find the best 
parameter combination. Evolutionary optimization, ran-
dom search, and grid search are some of the optimization 
strategies that have been suggested for the hyperparameter 
tuning procedure. Several researchers have suggested that 
Bayesian optimization is a preferred technique for locat-
ing a global optimum [14]. Because it does not have any 
underlying space assumptions, it additionally was designed 
for black-box functions, and it takes no derivatives.

In this paper, the proposed CNN-LSTM and CNN archi-
tectures are applied both on the ear imagery dataset and 
compare the performance of two proposed models with 
previous work on the same database.

Related works

The main drawbacks of related works for otologic condi-
tions were unavailable data in the public sources and small 
samples for training and testing procedures. This means 
that there is still an open area for scientists to produce an 
accurate diagnosis approach for otologic conditions.

Accordingly, the shortage of ear diagnostic strategies 
demands a new approach. Deep learning algorithms may 
play a major role in otoscopic image diagnostic to remove 
misinterpretation and guarantee reliable treatment [15]. 
Classification of otoscopic images, including AOM and 
otitis media with effusion (OME), is applied with accura-
cies ranging from 73.11% to 91.41% [16].

Moreover, machine learning algorithms are used to dis-
tinguish among normal ear, AOM, OME, and COM with 
an accuracy of 88.06% [17]. Also, there are two accuracy 
values for each method in machine learning algorithms 
in [18] for diagnosing otitis media. It achieved 81%·and 
58% by the decision tree, and 86%·and 84% by the neural 
network method [18].

Recently, classification of TM lesions is presented using 
CNN with an accuracy of 97.9% for identifying the TM 
side and 91.0% for identifying the perforation presence 
[19] with discharge and cholesteatoma, which are hard to 
discover than direct perforation.

Also, Zafer [20] proposed a transfer learning approach 
to distinguish among normal AOM, chronic suppurative 
otitis media (CSOM), and earwax TM. However, the prob-
lem of this research is based on an insufficient ear dataset. 
Viscaino et al. [21] employed a machine learning approach 
and image processing methods for classifying between 
four ear conditions, including normal, myringosclerosis, 
earwax plug, and COM, with an accuracy of 93.9%.

The previous computational works for the ear condi-
tions diagnosis are summarized in Table 1. The most data-
set for ear conditions is private data [12, 16–19, 22–24], 
while the public data is available in two previous works 
only [20, 21]. However, the ear imagery dataset [21] is 
larger than the dataset [20] for four classes. The previous 
works for ear conditions [12, 16–18, 21–23] performed 
feature extraction and machine learning algorithms with 
an accuracy ranging from 73 to 89% on the different data-
bases. The recent works for ear conditions [19, 20, 24] 
were performed on CNN architecture with higher classifi-
cation accuracy than machine learning algorithms. Using 
CNN architecture is based on its need for large training 
time and a large dataset to produce good results. The large 
dataset consisting of 10,544 samples for six classes [24] is 
applied to CNN architecture with an accuracy of 93.67%. 
Also, the time cost for ear conditions diagnosis using the 
feature extraction is represented in some previous works 
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[16, 22]. The feature-based segmentation is applied for 
ear conditions diagnosis in some previous works [12, 17, 
21]. The recent public datasets [20, 21] supported research 
works concerning comparing their algorithms to others. 
However, this public database [20] is not balanced to clas-
sify the different classes of ear diseases.

The main objective of the proposed approach is to apply 
a public dataset supplying a large number of images used 
in [21] on the CNN networks for differentiating four ear 
classes. Also, the proposed approach based on optimized 
LSTM architecture guaranteed a high accuracy and low 
training time than the previous works.

Materials and Methods

Structure of The Proposed Approach

In this paper, we proposed an approach based on CNN and 
bidirectional long short-term (BiLSTM) [25] for identifying 
four external and middle ear conditions. The CNN is utilized 

to extract features. Afterward, the CNN output is fed into 
the BiLSTM model, which is used to identify ear disorders 
based on those features. The Bayesian optimization [26] is 
used for tuning the hyperparameters of an LSTM architec-
ture. The benefit of this optimizer is to find the best hyper-
parameters, which achieve the best accuracy on the testing 
dataset. The structure of the proposed approach is illustrated 
in Fig. 1. The main steps for the proposed approach are sum-
marized in the following:

1. CNN is used to extract features.
2. Bayesian optimization is used to choose hyperparameter 

values.
3. LSTM architecture is used as a classifier that contains a 

BiLSTM layer, 2000 hidden units, and a dropout layer 
afterward followed by a fully connected layer. The drop-
out layer is used for solving the overfitting challenge 
[27]

4. The evaluation process is used to calculate the best 
accuracy from 30 iterations. Then, calculate sensitivity, 
specificity, and PPV [28].

Fig. 1  Structure of the proposed approach based on Bayesian optimization with the LSTM network architecture for diagnosing ear imagery data-
set

950 Journal of Digital Imaging (2022) 35:947–961
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5. The feedback structure is based on repeating all the 
above steps for 30 iterations to select the best results.

Description of Ear Imagery Database

The ear imagery database [29] is publicly available for 880 
otoscopic images extracted from otolaryngologists in the 
Clinical Hospital from Universidad de Chile. The otoscopic 
images are collected from the patients with right and left 
ears using a digital otoscope DE500. All samples in the 
database were stored as RGB images with 420 × 380 pixels 
resolution, as shown in Fig. 2. This ear database holds four 
different classes, including normal, myringosclerosis, ear-
wax plug, and COM, for which each class has 220 images.

Convolutional Neural Network

CNNs [26] were created precisely for dealing with image classi-
fication to acquire temporal and spatial dependencies and select 
suitable features. However, CNNs are suffered from a lack of the 
ability to learn sequential correlations and high time-consuming 
[25]. A kernel or filter in a CNN is a small square matrix that is 
used to acquire a specific feature from the input image. To cre-
ate an output feature map, each filter is convolved with the input 
feature map. Finally, the outcomes are added together to provide 
one value in the output. Convolving the input feature map f with 
the kernel k (x, y) yields an output feature map. The three kinds 
of layers in a CNN, namely convolutional, pooling, and fully 
connected layers, are described as the following:

1. CNN’s convolution layer has the majority of the com-
putation and acts as a filter to collect essential features 
from an input picture.

2. The pooling layer is utilized to downsample in a feature map.
3. A fully linked layer means that every neuron in this layer 

is fully linked to the preceding layer, and it also collects 
positional and rotational invariant features from an input 
feature map.

The layer functions similarly to a traditional perception 
in that it integrates all of the input to generate the output 
categories. The inputs are the resolution (R) that refers to the 
size of a feature map, width (W) that refers to the number of 
channels/filters, depth (D) that refers to the number of layers, 
and F that refers to the size of the filter used in a layer. Those 
variables have a substantial impact on performance [30].

In this paper, two layers in CNN were considered for 
extracting the features during candidate training includ-
ing the convolutional and pooling layers. Also, the LSTM 
network is used to solve sequential modeling problems and 
computational complexity in CNNs [27].

EfficientNetb0

This study used the EfficientNetb0 [31] which is a novel 
type of CNN network with incredible parameter efficiency 
and speed. To considerably increase the model's efficiency 
and accuracy, the EfficientNetb0 utilizes all dimensions of 
the recombination constant unified scaling model. Rather 
than freely expanding network dimensions such as D, R, 
and W, EfficientNetb0 utilizes simple and efficient recom-
bination constant to enlarge the CNN in a further structured 
approach. The EfficientNetb0 model is more accurate and 
efficient than the previous CNN model, by utilizing this 
novel scaling technique and automated machine learn-
ing) AutoML(innovation. Additionally, the EfficientNetb0 
parameter amount and floating-point operations per second 
(FLOPs) are both decreased by an order of magnitude [32].

Feature Extraction

The ear imagery database utilized in this approach is in 
RGB color space with 420 × 380 pixels resolution. In this 
study, the EfficientNetb0 pre-trained deep learning model 
was utilized to extract deep features from those images as 
shown in Fig. 1. The feature size that the pre-trained model 
extracts on each image in the fully connected layer was cell 
array 1280 × 1. Furthermore, EfficientNetb0 architectures 

Fig. 2  Samples for Ear imagery database: (A) Normal ear, (B) Myringosclerosis, (C) Earwax plug, (D) Chronic otitis media (COM)
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extracted 1280 features for each image. Finally, we obtained 
880 cells, and these features were arranged in cell array to 
obtain 1280 × 1 cells for each image.

Bayesian Optimization

The Bayesian optimization [33] is a powerful tool for opti-
mizing hyperparameters to avoid computational costs and 
leverage robust CNN architecture. This optimizer keeps for-
mer findings to select the best hyperparameters for the esti-
mation process. This optimizer is successfully used for better 
classification when the data are complex [34]. Generally, 
hyperparameters are a group of parameters implemented for 
the learning procedure and consist of an integer or variable, 
which ranges from the lower to upper bound values. The 
superior hyperparameters should have a low loss function 
and high accuracy of the algorithm, considering the training 
time. The choice of hyperparameters is varied according to 
the algorithm objective.

The optimization process is dependent on Baye’s theorem 
[35], which contains prior information of the objective func-
tion and updates posterior information to minimize loss and 
increase the classification accuracy. The posterior distribution 
is based on the Gaussian process [36] to update the former 
results of the objective function. Also, the acquisition func-
tion [26] is employed to define a balance between exploring 
new areas in the objective space and exploiting areas already 
known to have adequate values. Baye’s theorem is based on a 
model Z and observation Y as the following equation.

where P(Z|Y) is the posterior probability of Z given Y, 
P(Y|Z) is the likelihood of Y given Z, and P(Y) is the prior 
probability of Y.

The Bayesian hyperparameter optimization is formulated 
by Eq. (2) as in previous work [35].

Y is a set of hyperparameters in the domain, and f(y) is 
an objective score to reduce the error ratio during the learn-
ing procedure. The Bayesian optimization is implemented to 
find the minimum function f(y) on a bounded set Y.

Hyperparameters

In this paper, the selected hyperparameters are learning 
rate, momentum, regularization, and max epoch [37]. 
Previously, those four hyperparameters achieved good 

(1)P(Z|Y) = (P(Y|Z)P(Z))∕P(Y)

(2)y∗ = argminf (y)

optimization results for the same database [38]. Therefore, 
hyperparameters were employed to make a real compari-
son with another study. The learning rate (α) is used to 
classify the comprehensive patterns in images based on 
the gradient loss function error. If the learning rate is low, 
important patterns may be unintentionally excluded. The 
momentum (δ) is used to detect the whole image without 
losing important elements based on updating the previous 
gradients. The objective of momentum value is to facilitate 
the gradient descent proceedings that reduce vertical oscil-
lations, redirecting a good path to local optima with fewer 
iterations than the random gradient. The regularization 
(λ) allows good generalizability without overfitting in the 
database to obtain better predictions. The regularization 
is based on minimizing the weight by a small factor called 
weight decay to avoid the model complexity. In this paper, 
ridge regularization is used by computing the squares of 
all the feature weights based on loss function (L). Equa-
tions (3)–(5) for the hyperparameters are shown as the 
following:

where δ is the momentum ranging from 0 to 1, Δw is the 
gradient change, α is the learning rate,  Vt is the varia-
tion in momentum according to the weight. L (W, Z, y) is 
the loss function of weight (W), model (Z), and hyperpa-
rameters (y). The gradient is used to find the new feature 
based on the old feature and momentum. Momentum with 
the stochastic gradient takes the exponentially weighted 
averages of the gradients. The objective of momentum is 
to smooth out the gradient descent phases, which reduces 
vertical oscillations, forwarding a better path to local 
optima with a lesser number of iterations than the sto-
chastic gradient.

The loss function L is used to indicate regularization 
(λ), as shown in Eq. (6). If regularization has zero value, 
there is no effect on L. If regularization has a high value, 
there is underfitting. The zero value of regularization pro-
duced its best value.

where θi is the feature vector and y, z are the input values 
for the ith iteration.

(3)�new = �old − �

(
�

��old

)
∗ gradient

(4)Vt = V�

t
+ 1 + �ΔwL(W, Z, y)

(5)W = W − Vt

(6)L(y, z) =

n∑

i=1

(zi − yi)2 + �

n∑

i−1

�i2
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LSTM Architecture

The proposed LSTM architecture for deep learning predic-
tive network includes four layers. Figure 3 displays the pro-
posed LSTM model structure. The first layer acts as the input 
of LSTM architecture that consists of features extracted from 
the CNN network. The second layer of the LSTM architec-
ture is BiLSTM, which consists of 2000 hidden units. The 
third layer is the dropout layer that defined as 0.5 to prevent 
overfitting as well as it is commonly used and received satis-
fying performance. The final layer is a fully connected layer 
with an output size corresponding to the number of classes 
and a softmax layer as shown in Fig. 3.

The LSTM [30] structure is a unit of recurrent neural 
networks (RNNs); recently, it performs better classifications 
than deep neural network systems for the classification of 
signal and sound. RNNs are neural networks in addition to 
memories that are capable of recalling all data recorded in 
the previous element in sequential order. In different words, 
RNNs are an effective method to utilize data from some-
what lengthy series, because they carry out identical tasks 
for each element in the series, with output based on all pre-
ceding calculations. A feed-forward neural network with an 
extra cyclic loop is known as an RNN. The information is 
carried from one-time step to the next by this cyclic loop. 
Cyclic loops are a type of short-term memory that stores 
and recovers past data over time scales. The current time-
step is estimated using the previous state and the current 
state by a recurrent neural network, which learns temporal 
patterns. When recurrent neural networks must learn long-
term dependencies in time steps, the problem of vanishing 
gradients occurs. Therefore, when propagating across sev-
eral layers of an RNN to learn long-term dependencies in 
time steps, the gradient vector either rises or decays expo-
nentially. LSTM addresses the vanishing gradient problem. 
To solve the vanishing and exploding gradient problem, 
LSTM suggests memory blocks rather than traditional RNN 
units [30]. The key difference between it and RNNs is that 
it adds a cell state to save long-term states. An LSTM net-
work can recall and link earlier data to data collected in the 
present [31].

Through this study, the bidirectional LSTM (BiLSTM) 
[25] is used to classify the four types from the ear imagery 
database based on data division into 90% for the training 
and 10% for testing.

Bayesian Optimization for LSTM Architecture

Many works [39, 40] presented to define the extent of hyper-
parameters’ influence on CNN architecture. Some of the 
hyperparameters are more important than others. It is noted 
that the time cost and classification error are increased when 
using inappropriate hyperparameters.

The performance of LSTM architecture depended on a 
good setting for hyperparameters, including learning rate, 
momentum, regularization, and maximum epoch. It is noted 
that the proposed architecture cannot be implemented to tune 
the number of layers and the filter size. The reason is that 
the architecture and connectivity of structure are considered 
as a sequential decision problem. Using LSTM architecture 
only is based on a long time for tuning hyperparameters and 
limited accuracy.

The function of the optimizer is to find the best hyper-
parameters with less time through training samples. Com-
pared with traditional optimization methods [14, 41] and 
manual tuning, these methods are based on the trial-and-
error concept, which is ineffective for choosing hyperparam-
eters. Hence, Bayesian optimization is suitable for tuning 
hyperparameters.

In this paper, the Bayesian optimization algorithm is 
applied to tune hyperparameters for LSTM architecture [42, 
43], including a BiLSTM layer and a fully connected layer. 
The Bayesian optimization created the objective function 
for the Bayesian optimizer using the training and testing 
database as inputs. The objective function trained an LSTM 
architecture and returned the classification error on the test-
ing set.

For implementation, the input of LSTM architecture 
consists of four hyperparameters extracted from the Bayes-
ian optimization and training dataset. The output of LSTM 
architecture is combined with the testing dataset for evaluat-
ing the classification process as shown in Fig. 4.

Fig. 3  Structure of LSTM 
Network
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The Bayesian optimization about LSTM architecture is 
explained in the following steps:

1. Select the initial optimizing hyperparameters from 
images.

2. Evaluate the objective function by using an acquisition 
function [26].

3. Run for 30 iterations
4. Select the best-optimized values
5. Use the optimized hyperparameters in the validate data-

base.

Optimization Criterion

There are some factors for classifier’s performance that has 
been related to endeavors aimed to achieve the best results.

In this paper, the evaluation process for LSTM architecture 
[13] is based on four metrics: accuracy, sensitivity, specific-
ity, and PPV, as used in previous work [21]. Accuracy is the 
overall effectiveness of a classifier. Sensitivity is used to avoid 
false negative samples, while specificity is used to identify the 
samples without diseases correctly. PPV is used as a precision 
value to calculate the accurately classified samples according 
to the sum of classified samples. Equations (7)–(10) described 
the four metrics.

(7)Accuracy =

∑c

i=1

TPi+TNi

TPi+FNi+FPi+TNi

c

(8)Sensitivity =

∑c

i=1

TPi

TPi+FNi

c

(9)Specif icity =

∑c

i=1

TNi

TNi+FPi

c

(10)PPV =

∑c

i=1

TPi

TPi+FPi

c

Start

Inputs:
1) Training Data set.
2) Testing Data set.
3) N = number of Iterations.
4) Choosing the optimizing
parameters.

Define the objective function for the 
Bayesian Optimizer, using the training 

and testing data as inputs.

Specifies the LSTM network 
architecture and training options.

Trains the LSTM architecture.

Evaluating the objective function and 
saves the trained network, the accuracy, 

and the training options.

i= i + 1

i= 1

Using Bayesian optimization with the 
defined values of the optimizing

parameters

Report the best hyperparameters values 
of the model with highest accuracy

End

No

Yes

i ≤ N

Fig. 4  Flowchart of the Bayesian optimization with LSTM architec-
ture

Table 2  The selected hyperparameters for the proposed approach

Hyperparameters Initial value Final value Type

Max Epoch 20 100 int
Learning rate (α) 1 ×  10–4 1 log
Momentum (δ) 0.8 0.98 log
Regularization ( λ) 1 ×  10–10 0.01 log
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where c is the number of categories, TP is true positive, 
which is a correctly classified category, TN is true negative, 
which is correctly classified as not relating category, FP is 
false positive, which is incorrectly classified category, and 
FN is a false negative, which is incorrectly classified as not 
relating category.

Experimental Results

The proposed approach is executed to classify four catego-
ries: normal, myringosclerosis, earwax plug, and COM 
obtained from the ear imagery database under 5 GB RAM 
GPU and MATLAB 2020 software.

In the training and testing of the proposed approach, the 
CNN architecture adopted Bayesian optimization through 
four hyperparameters, including learning rate, momen-
tum, regularization, and maximum epoch, for automatic 
diagnosis of four ear conditions. The hyperparameters are 
optimized via the layers, and extensive optimization is car-
ried out through the testing dataset.

According to the previous work [25], the LSTM net-
work is more effective on classification accuracy than 
the CNN. In this paper, the LSTM architecture is used 
to classify the four groups extracted CNN-EfficientNetb0 
architecture from the ear imagery dataset [29] which 
each image has a size 420 × 380. The total ear database 
occupied 880 images that contain 220 for each type. The 
proposed LSTM architecture based on a deep learning 
network mainly includes four layers as in Fig. 3. Differ-
ent from a previous study [21], we combined CNN and 
LSTM [33] to obtain a more precise estimation under the 
ear imagery database.

The selected hyperparameters for Bayesian optimization 
are shown in Table 2. The optimal hyperparameters for five 

iterations only using Bayesian optimization are shown in 
Table 3. Table 3 shows that the four selected hyperparam-
eters affect the LSTM accuracy. The best feasible points for 
the hyperparameters used for testing data using 30 iterations 
are shown in Table 4. The best values for the hyperparam-
eters are employed for iterations to minimize the generali-
zation error and increase the classification accuracy. The 
obtained results for the proposed approach are reported 
accuracy of 100%, sensitivity of 100%, specificity of 100%, 
and PPV of 100%, using the testing set as shown in the con-
fusion matrix in Fig. 5.

For every iteration, the images extracted from the acquisi-
tion function are estimated over the objective function. The 
images are added to the data to update its posterior through 
a feedback structure.

The objective function is employed as a Gaussian process 
[37] to motivate a posterior distribution. The relationship 
between the minimum objective obtained over the 30 itera-
tions and the number of function evaluations is illustrated 
in Fig. 6.

The training progress of the different optimized LSTMs 
is shown in Fig. 7. According to the comparison between 
Table 3 and Fig. 7, the first iteration for learning rate of 
0.000224, momentum of 0.97692, regularization of 
0.0031402, max epoch of 91, and accuracy of 100% is 
displayed in Fig. 7a. The fourth iteration for learning rate 
of 0.001644, momentum of 0.91862, regularization of 
1.741887 ×  10–7, max epoch of 24, and accuracy of 96.6% 
is displayed in Fig. 7b. The third iteration for learning rate of 
0.29861, momentum of 0.95071, regularization of 0.002767, 
max epoch of 49, and accuracy of 86.4% is displayed in 
Fig. 7c.

The training progress of the CNN-EfficientNetb0 [31] and 
combined CNN-LSTM [33] is shown in Fig. 8a, b, respec-
tively. The receiver operating characteristic (ROC) curve for 
CNN and combined CNN-LSTM is shown in Fig. 9a, b, 
respectively.

For one iteration, the training time on CNN and CNN-
LSTM networks is 637 min and 25 min, respectively. This 
means that the proposed approach (CNN-LSTM) with 
Bayesian optimization achieved a lower training time rather 
than the CNN classifier only.

Table 3  Hyperparameter values 
for five iterations during the 
tuning process

Iterations Learning rate Momentum Regularization Max Epoch Accuracy

1 0.000224 0.97692 0.0031402 91 100%
2 0.89076 0.88748 1.6897 ×  10–9 93 77.3%
3 0.29861 0.95071 0.002767 49 86.4%
4 0.001644 0.91862 1.741887 ×  10–7 24 96.6%
5 0.073819 0.88923 9.8598 ×  10–9 87 98.8%

Table 4  Best observed feasible values for 30 iterations

Iterations Learning 
rate

Momentum Regularization Network 
depth

30 iterations 0.000224 0.97692 0.0031402 91
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Comparison with Other Previous Works

The proposed approach based on CNN-LSTM [33] and 
CNN classifier [31] was built on the ear imagery dataset 
[29]. The performance of these two approaches was com-
pared by calculating accuracy, sensitivity, specificity, and 
PPV, and applying them to 90% training data with 10% test 
data, 80% training data with 20% test data, and 70% train-
ing data with 30% test data. For 90% training data and 10% 
test data, the CNN-LSTM performed best among the two 
approaches, the accuracy, sensitivity, specificity, and PPV 
on testing dataset reaching 100% as in Table 5. As the CNN 
classifier was used, the accuracy reached 86.3% as in Fig. 8a, 

which is the lowest among the previous work [21]. A previ-
ous work using machine learning algorithms to classify the 
ear imagery dataset yielded an accuracy of 93.9%.

As the CNN-LSTM and Bayesian optimization were used 
on the ear imagery dataset [29], there were increases in the 
four metrics of the testing dataset. For 80% of training data 
and 20% of test data, the CNN-LSTM achieved accuracy, 
sensitivity, specificity, and PPV on a test dataset of 100%. 
For 70% of training data and 30% of test data, the CNN-
LSTM achieved accuracy, sensitivity, specificity, and PPV 
on a test dataset of 99.62%, 99.65%, 99.88%, and 99.62%, 
respectively.

Discussion

Generally, the image-assisted ear detection approach is 
essential to support otolaryngologists during the disease 
diagnosis task [44]. In some cases, otolaryngologists do not 
have adequate training and experience to assign the right 
decisions [45]. Therefore, alternative solutions are needed 
to assist otolaryngologists in improving diagnostic accuracy.

The researchers discussed the private and public data-
bases of image-assisted detection procedures for ear con-
ditions, as shown in Table 1. It was noted that there is no 
possibility for making a good comparison between previ-
ous works of ear conditions diagnosis due to the differences 
in the samples, classes, and implemented techniques. The 
contribution of this work relates to how images of ear dis-
eases including normal, myringosclerosis, earwax plug, and 
COM are classified with high accuracy and less computa-
tional time.

Fig. 5  The confusion matrix 
for four ear classes on testing 
images

Fig. 6  Minimum objective and number of function evaluations for 30 
iterations
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The proposed approach used the recent public database, 
namely the ear imagery dataset containing 880 images [29] 
that previously applied to machine learning algorithms 
with an accuracy of 93.9% [21]. On the other hand, the 
private dataset containing 389 images applied to machine 
learning algorithms with an accuracy of 86.8% [18]. It 
means that the ear dataset with large samples is more 
effective for improving the classification process. Large 
samples are not available in the otolaryngology field, 
which created many restrictions for CNN architecture.

In the proposed approach, we demonstrated a model 
based on CNN and BiLSTM for identifying four external 
and middle ear conditions. Our method is implemented 
to differentiate ear categories in the ear imagery dataset 
and attained an accuracy of 100%. The test error was 0%, 

which achieved a low rate during testing the proposed 
approach. These findings outperform what is reported in 
the literature [21]. The Bayesian optimization extended the 
iterations automatically and stopped when it reached the 
maximum optimized values.

The Bayesian optimization for LSTM architecture gen-
erated 90% training images to produce the best hyperpa-
rameters that help in the multi-class classification process. 
The multi-class classification process generated 10% testing 
images to record the approach performance by the evaluated 
four metrics.

The confusion matrix referred to the classifier's accuracy 
value, which is based on the relation between the correct 
predicted samples in the matrix diagonal and the misclassi-
fied samples on the outside of the matrix diagonal.

Fig. 7  Training progress for 
the different optimized LSTMs 
according to different itera-
tions. (a) First iteration with an 
accuracy of 100%, (b) fourth 
iteration with an accuracy of 
96.6%, and (c) third iteration 
with an accuracy of 86.4%
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The comparison between the proposed approach and pre-
vious works concerning four metrics is shown in Table 5. 
From experimental results, the incorporation of CNN-LSTM 
with Bayesian optimization is very beneficial in the ear 
imagery diagnosis where the CNN is insufficient to build a 
more effective classification model.

In this paper, a novel approach based on CNN-LSTM 
with Bayesian optimization is suggested that has potential 
application in diseases classification. The limitation of this 
work is based on small-scale studies on the ear imagery 

database, and the performance of the proposed approach has 
not been compared with different databases because there 
are not enough public databases for ear diseases. Therefore, 
this work focused on comparison with two algorithms and 
different data divisions for the ear imagery database.

Furthermore, the proposed approach is qualified for 
diagnosing otoscopic suspicion cases rather than the optical 
examination of the ear by a manual otoscope. In the future, 
the proposed approach will expand to validate the final 
results according to the opinion of otolaryngologists.

Fig. 8  The training progress 
of (a) the CNN based on Effi-
cientNetb0 and (b) combined 
CNN-LSTM
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Fig. 9  ROC curve for (a) CNN only and (b) combined CNN-LSTM
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Conclusion

The otologic conditions are extremely subspecialized, causing 
diagnosis challenges for an otolaryngologist, potentially lead-
ing to detrimental patient results. The problems in otologic 
diagnoses are focused on lack of specialists, self-decisions 
from general practitioners, expensive diagnostic devices, and 
limited databases. This paper could overcome these problems 
by the CNN-LSTM approach based on Bayesian hyperparam-
eter optimization for the automatic diagnosis of ear condi-
tions. It was noted that the proposed approach obtained the 
best findings by using ear conditions that have been estimated 
before, such as myringosclerosis, earwax plug, normal, and 
COM in previous works. Finally, otologic image processing 
will enhance patient care in otolaryngology, and future efforts 
will advance the perspective of ear disease prediction models.
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