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Abstract The uplink of orthogonal frequency division multiple access or single-carrier

frequency division multiple access suffers multiple access interference when carrier fre-

quency offset (CFO) is not properly estimated and compensated. In particular, multicarrier

uplink CFO compensation is highly complex due to the multiuser context. Successive

interference cancellation algorithms are effectively employed to compensate for the CFO,

where the interference produced by each user is handled sequentially through a series of

iterations. The main contribution of this work is the analysis of the CFO compensation

performance of efficient successive cancellation algorithms. We study the mean square

symbol error, and derive a useful upper-bound of the compensation technique performance

at convergence. This result extends the general convergence results for the space-alter-

nating generalized expectation-maximization algorithm in the CFO compensation scenario.

Finally, we validate the analysis with numerical simulations.
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1 Introduction

Multicarrier techniques, either orthogonal frequency division multiple access (OFDMA) or

single carrier frequency division multiple access (SC-FDMA), are efficient uplink schemes

for new wireless systems due to their high data throughput, spectral efficiency and ver-

satility [1, 2]. As opposed to the downlink of multicarrier modulation schemes, the high

sensitivity to frequency synchronization errors in the uplink of multicarrier access tech-

niques produces multiple access interference (MAI). Specifically, the carrier frequency

offset (CFO) between each transmitter and the receiver destroys the orthogonality among

subcarriers leading to MAI between users. As a consequence, unlike downlink synchro-

nization, uplink synchronization is more challenging because each user is characterized by

its own particular CFO and channel parameters [3]. To simplify uplink synchronization,

the task is usually divided in a two-step procedure: (1) CFO estimation, and (2) CFO

compensation. CFO estimation usually relies on a repetitive structure of special symbols,

inserted at the beginning of the frame [3]. In this work we assume that an estimate of the

CFO of each user is available [3–5].

Since the CFO affects OFDMA and SC-FDMA in a similar way, a compensation

algorithm derived for one modulation can be easily reformulated for the other. A time

domain canceler is proposed in [6]. Alternatively, low complexity iterative cancelers based

on the Newton’s algorithm and the conjugate gradient algorithm were proposed in [7] and

[8], respectively. On the other hand, in order to take advantage of the interference structure,

the space-alternating generalized expectation-maximization (SAGE) approach [9] is

employed in [10] to compensate for the CFO. The SAGE algorithm is an evolution of the

expectation-maximization (EM) algorithm [11], where the parameters to be estimated are

updated sequentially to facilitate the expectation step and to improve the convergence rate.

Beyond the convergence analysis for the conjugate gradient and the Newton’s methods, or

the general convergence properties of the SAGE algorithm, a convergence analysis for

efficient successive cancellation is not available in the literature.

The main contribution of this paper is the analysis of the CFO compensation perfor-

mance for successive CFO-interference cancellation algorithms. First, we derive an

expression of the interference compensation performance in terms of the mean square

symbol error of each user, as a function of the number of iterations. From that expression,

we obtain a useful analytic upper-bound for the mean square symbol error at convergence.

This work completes the analysis and validation of the algorithm presented in [10] and

complements the general convergence properties of the SAGE algorithm. To present our

analysis, we apply a common multicarrier system framework that models both OFDMA

and SC-FDMA systems in a single and direct formulation. Finally, the theoretical mean

squared error study is validated by means of simulations.

The outline of the work is the following. The unified multicarrier uplink CFO induced

model for OFDMA and SC-FDMA, and the iterative compensation criterion are presented

in Sect. 2. The mean square symbol error per user and an upper bound for the compen-

sation performance are presented in Sect. 3. In Sect. 4, numerical simulations are included

to illustrate the accuracy of the mean square error upper bound. Finally, Sect. 5 concludes

the paper.
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2 CFO Induced Multiple Access Interference Model

In the uplink of centralized systems, the signals of different users are added together at the

base station (BS) [12, 13]. The multicarrier symbol has Nc subcarriers, where Na of them

are used for data transmission (Na\Nc) and the remaining are virtual subcarriers (VS)

located at the edge of the band, i.e., Nvs ¼ ðNc � NaÞ=2 with ðNc � NaÞ even. VS avoid

frequency leakage to the neighbor bands [13]. Useful subcarriers are divided into K sub-

channels, where each subchannel containing NK ¼ Na=K subcarriers corresponds to a

different user. Considering the carrier allocation scheme (CAS), each subchannel is

composed by an entire number of tiles Nt of size Lt, such that NK ¼ NtLt. The tiles of each

user can be contiguous to form a subband or localized CAS (SCAS), equispaced to form an

interleaved or distributed CAS (ICAS), or they can follow a more sophisticated rule to

form the generalized CAS (GCAS).

A multicarrier block y of size Nc at the BS, after cyclic prefix removal and the discrete

Fourier transform (DFT), can be written as

y ¼
XK�1

m¼0

yðmÞ þ z ð1Þ

where yðmÞ ¼ FNc
DðmÞFH

Nc
sðmÞ is the signal received from user m corrupted by the channel

and the CFO, FN is the N-point DFT matrix with elements ½FN �p;q ¼ 1ffiffiffiffi
Nc

p e�j2ppq=Nc

for 0� p; q�Nc � 1, DðmÞ ¼ diagf1; ej2pnðmÞ=Nc ; . . .; ej2pn
ðmÞðNc�1Þ=Ncg, nðmÞ is the CFO of

user m normalized to the intercarrier spacing, sðmÞ ¼ HðmÞxðmÞ, xðmÞ is the symbol of user m,

HðmÞ ¼ diagfHðmÞ
0 ; . . .; H

ðmÞ
Nc�1g, HðmÞ

n 0� n�Nc � 1 is the DFT of the wireless channel

between the user m and the base station at subcarrier n, and z is a vector of additive white

Gaussian noise (AWGN) with variance r2. We assume a time synchronous system, i.e.,

that the cyclic prefix is long enough to accommodate the channel impulse response length

and timing misalignments [14]. Additionally, we consider that the channel does not vary

within a multicarrier block (block fading assumption).

The ideal received signal in frequency domain, i.e., without CFO, is given by

s ¼
PK�1

m¼0 s
ðmÞ. Considering sðmÞ, the signal of each user, we can write

sðmÞ ¼ WðmÞs ð2Þ

where WðmÞ is a diagonal selection matrix that takes value one in the column p if the user m

is allocated to the carrier p and zero otherwise. Finally, replacing (2) in (1) allows to write

the received signal as

y ¼ Usþ z ð3Þ

where U ¼
PK�1

m¼0 U
ðmÞWðmÞ is the overall interference matrix and UðmÞ ¼ FNc

DðmÞFH
Nc
.

The definition of xðmÞ is related to the considered multicarrier system, i.e., OFDMA or

SC-FDMA. If bðmÞ is the NK-vector of the QAM complex symbols sent by user m in one

multicarrier block, and ¤ ðmÞ is a Nc � NK matrix that takes only the non-zero columns of

WðmÞ, i.e., ½¤ ðmÞ�p;q ¼ ½WðmÞ�p;q for 0� p�Nc � 1 and q is allocated to user (m); we can

define xðmÞ for OFDMA as x
ðmÞ
ofdma ¼ ¤ ðmÞbðmÞ whereas for SC-FDMA is

x
ðmÞ
sc�fdma ¼ ¤ ðmÞFNK

bðmÞ.
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To compensate for CFO effects in the received multiuser block, we need to obtain an

estimate of s, denoted ŝ, from (3). Two estimation criteria can be considered: least squares

(LS) and minimum mean squared error (MMSE) [15]. However, we consider only LS since

for the SNR range of interest it has the same performance than MMSE with less com-

plexity. LS compensation is given by

ŝ ¼ ðUHUÞ�1
UHy ¼ U�1y ð4Þ

where the right hand side of this equation is valid only if jnðmÞj\0:5, i.e. if U is a full rank,

square matrix [15].

In addition, from (4) we can define the compensated symbols of each user as

ŝðmÞ ¼ WðmÞŝ ð5Þ

After CFO compensation, the estimated symbol b̂
ðmÞ

of user m for the OFDMA system can

be obtained from b̂
ðmÞ
ofdma ¼ ð!ðmÞÞTðHðmÞÞ�1ŝ whereas for the SC-FDMA case it results

b̂
ðmÞ
sc�fdma ¼ FH

NK
ð!ðmÞÞTðHðmÞÞ�1ŝ. These methods from now on are called direct

compensation.

Since direct compensation requires the inversion of the interference matrix in (4), the

compensation results in a high computational burden. In [10], a successive interference

cancellation algorithm that takes into account the interference structure to reduce the

complexity is derived. This structure is interesting since it allows to perform a joint CFO

estimation and compensation. However, the performance and convergence properties of

algorithm are not well explored. After describing the compensation criterion in the next

subsection, we analyze the MSE behavior in Sect. 3.

2.1 Successive CFO Compensation Criterion

The successive CFO compensation criterion [10] takes advantage of the structure of the

interference matrix U, defined in Sect. 2. The proposal is a formulation of the SAGE

algorithm to compensate for the CFO, where the interference is suppressed iteratively by

addressing the user’s induced interference sequentially in each iteration. Considering the

user m, the interference is suppressed in two stages: (1) the MAI (i.e., the interference of

users f0. . .m� 1 mþ 1. . .K � 1g over user m) is canceled, and (2) self-interference of

user m is compensated.

The first step is based on the fact that the contribution of the signal of each user is added

at the BS. As sðlÞ for l 2 f0; . . .;m� 1;mþ 1; . . .;K � 1g are not available at the receiver,

they are replaced by previous estimates that will be updated iteratively as in the following

expression

ŷ
ðmÞ
i ¼ y�U

Xm�1

l¼0

ŝ
ðlÞ
iþ1 þ

XK�1

l¼mþ1

ŝ
ðlÞ
i

 !
ð6Þ

where ŷ
ðmÞ
i is an estimate of the received signal from user m at iteration i, y is the complete

received signal, U is the overall interference matrix, and ŝ
ðlÞ
i are the symbol estimates of

user l at iteration i. Note that the symbols of users f0; . . .;m� 1g are already updated

whereas those of users fmþ 1; . . .;K � 1g correspond to the previous iteration.
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In the second step, the MAI is assumed already compensated. Following LS for user m

and considering WðmÞ, the update equation results

ŝ
ðmÞ
iþ1 ¼ WðmÞðUðmÞÞ�1ŷ

ðmÞ
i

ð7Þ

where UðmÞ is the interference matrix of user m. LS criterion in (7) coincides with the

maximum-likelihood (ML) estimation, since the noise is Gaussian.

If (I)DFTs in the algorithm described in the previous section are calculated using the

(I)FFT algorithm, a great reduction in complexity is obtained compared to other iterative

proposals. Therefore, we refer to this successive interference cancellation proposal as FFT-

based interference cancellation (FFT-IC). In Sect. 3 we provide a particular upper-bound

for the mean square symbol error at convergence for the compensation algorithm,

exploiting the structure of the multicarrier systems uplink.

3 Mean Squared Symbol Error Analysis

In [9] is shown that if the SAGE algorithm is initialized in a region suitably close to a local

maximum of the likelihood function, then the sequence of estimates will converge

monotonically in norm to it. Besides this general property, in this section we analyze the

convergence of the FFT-IC successive cancellation algorithm by studying the mean square

error (MSE) of the compensated symbols as the number of iterations increases. Therefore,

first we reformulate the update equation of ŝ
ðmÞ
iþ1 (7) in a more appropriate form for the

convergence analysis. Then, we define the MSE per subcarrier of each user and we

describe it as a vector difference equation in Lemma 1. Assuming that the MSE at every

carrier of each user converges to similar values, we find an upper bound of the MSE for a

large number of iterations and present it in Theorem 1.

3.1 Reformulation of the Signal of Each User

Replacing y by (3) in (6) and the result in (7), we obtain

ŝ
ðmÞ
iþ1 ¼ WðmÞðUðmÞÞ�1

Usþ z�U
Xm�1

l¼0

ŝ
ðlÞ
iþ1 þ

XK�1

l¼mþ1

ŝ
ðlÞ
i

 !" #

¼ sðmÞ þWðmÞðUðmÞÞ�1
U
Xm�1

l¼0

sðlÞ � ŝ
ðlÞ
iþ1

� �
þ
XK�1

l¼mþ1

sðlÞ � ŝ
ðlÞ
i

� �" #
þWðmÞ~z

ð8Þ

where ~z ¼ ðUðmÞÞ�1z is a Gaussian vector statistically equivalent to z. In the second

expression of (8) we used the fact that s ¼
PK�1

m¼0 s
ðmÞ and sðmÞ ¼ WðmÞðUðmÞÞ�1

UsðmÞ. Note

that (8) expresses the update ŝ
ðmÞ
iþ1 as a function of the true and estimated values of previous

iterations. The estimation of the complete block is obtained computing the update ŝ
ðmÞ
iþ1

sequentially for every user and several iterations. The Eq. (8) is useful to study the mean

square symbol error performance at each iteration of the compensation method, as dis-

cussed in the next subsection.

To avoid the mix of updated and non-updated vectors in Eq. (8), we introduce the

indexation q ¼ iK þ m, with 0�m�K � 1 and i ¼ 0; 1; . . .; I � 1, that selects the infor-

mation of the user m at iteration i employing a single index. In other words, the indexation
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q selects the users sequentially, through the iterations, in the same way that the successive

cancellation criterion. The new indexation, in an example for SCAS, is depicted in Fig. 1.

Using the new indexation, we can rewrite (8) as

ŝqþ1 ¼sjqþ1jK þWjqþ1jK
Xq

l¼q�Kþ2

ðUjqþ1jK Þ�1
U sl � ŝlð Þ þWjqþ1jK ~z ð9Þ

where j � jK is the module-K operation and the vector indexation xq ¼ x
ðmÞ
i corresponds to

the relation q ¼ iK þ m. Noting that U ŝl � slð Þ ¼ UjljK ŝl � slð Þ (since the non-zero ele-

ments in ŝl � slð Þ take the same elements from U and UjljK ) and that UjljK is circulant, (9)

can be written as

ŝqþ1 ¼sjqþ1jK þWjqþ1jK
Xq

l¼q�Kþ2

Aðl; qþ 1Þ sl � ŝlð Þ þWjqþ1jK ~z ð10Þ

where Aðl; qþ 1Þ ¼ ðUjqþ1jK Þ�1
UjljK ¼ FNc

ðDðqþ1ÞÞ�1DðlÞFH
Nc

is a circulant matrix, and

ðDðqþ1ÞÞ�1DðlÞ ¼ diagf1; ej2pðnjljK�njqþ1jK Þ=Nc ; . . .; ej2pðn
jljK�njqþ1jK ÞðNc�1Þ=Ncg.

3.2 Mean Square Symbol Error

The mean square symbol error (MSE) of ŝqþ1 at subcarrier n conditioned to the knowledge

of ŝl for q� K þ 2� l� q, where n is allocated to user ðjqþ 1jKÞ, is defined by

½mqþ1�n ¼ MSEf½ŝqþ1�njŝl : q� Kþ 2� l� qg ¼ E ½ŝqþ1�n � ½sjqþ1jK �n
�� ��2
n o

ð11Þ

where ½x�n selects the nth element of x. Considering this definition, we introduce the

following lemma.

Lemma 1 The MSE mqþ1 at subcarrier n is bounded by a linear combination of the

MSEs of previous iterations fq� K þ 2. . .qg, as follows

i

i

i + 1

i + 1

q q + 1q−K+2

m = 0

m = 0m = 0
m = 1

m = 1m = 1

m=K−1

m=K−1m=K−1

Fig. 1 Representation of the indexation q ¼ iK þ m. Blue denotes previous users whereas red represents
the user to be updated. (Color figure online)
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½mqþ1�n �ðK � 1Þð2Nh þ 1Þ
Xq

l¼q�Kþ2

Cl;qþ1ml

� �
n
þr2 ð12Þ

where matrix Cl;qþ1 weights the interference that the user jljK introduces to the user

jqþ 1jK , with elements

½Cl;qþ1�n;p ¼
jal;qþ1ðjn� pjNc

Þj2 if 0� n�Nc � 1 and �Nh � p�Nh

0 otherwise

(
ð13Þ

where

al;qþ1ðnÞ ¼IDFTf1; ej2pðn
jljK�njqþ1jK Þ=Nc ; . . .; ej2pðn

jlj�njqþ1jÞðNc�1Þ=Ncg ð14Þ

and Nh is chosen to consider more that 99.9 % of the interference energy that a carrier

produces into its neighbors (more details in Appendix 1).

Proof The proof is included in Appendix 1. h

Lemma 1 is used to obtain an upper-bound for the MSE per subcarrier at convergence,

i.e. when the number of iterations is large. The result is stated in the theorem below.

Theorem 1 If the sum of the MSE of each user
PiþK�1

q¼i mqþ1 converges to a mean �m1
for i ! 1, and all its elements are equal, i.e. ½ �m1�n ¼ f, for 0� n�Nc � 1; the MSE per

subcarrier at convergence is upper-bounded by

f� Nar2

Na � ðK � 1Þð2Nh þ 1ÞCsum

ð15Þ

where Csum ¼
PNc�1

n¼0

PNc�1
l¼0 ½ �C�n;l and �C ¼

PK�1
q¼0

PK�1
l¼0;l 6¼q W

jqþ1jKCl;qþ1W
jljK .

Proof From (12) and considering again the matrix Wjqþ1jK , we can write the sum of the

MSE of each carrier of each user as follows

1T
XiþK�1

q¼i

Wjqþ1jKmqþ1 �ðK � 1Þð2Nh þ 1Þ1T
XiþK�1

q¼i

Xq

l¼q�Kþ2

Wjqþ1jKCl;qþ1ml

þ Nar
2

ð16Þ

If the sum of the MSE of each user
PiþK�1

q¼i mqþ1 converges to a mean vector �m1 for

i ! 1, we can simplify (16) as

1T �m1 ¼1T
XiþK�1

q¼i

Wjqþ1jKmqþ1 �ðK � 1Þð2Nh þ 1Þ

� 1T
XiþK�1

q¼i

Xq

l¼q�Kþ2

Wjqþ1jKCl;qþ1W
jljK

" #
�m1 þ Nar

2

1T �m1 � ðK � 1Þð2Nh þ 1Þ1T �C �m1 þ Nar
2

ð17Þ

where �C ¼
PK�1

q¼0

PK�1
l¼0;l6¼q W

jqþ1jKCl;qþ1W
jljK . Note that �C does not depend on i since it has

period K.
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Additionally, if the residual MSE at each carrier, denoted f, is the same; we can solve

the multiplication as 1T �C �m1 ¼ fCsum, where Csum ¼
PNc�1

n¼0

PNc�1
l¼0 ½ �C�n;l. Note that this

assumption is realistic since the CFO is not correlated with user data and the channel

effects are included in sðmÞ. Then, from (17) we can derive an upper bound for f as follows

Naf�ðK � 1Þð2Nh þ 1ÞfCsum þ Nar
2 ð18Þ

f� Nar2

Na � ðK � 1Þð2Nh þ 1ÞCsum

ð19Þ

h

3.3 Additional Comments and Remarks

From (19) we note that if there is no CFO interference, Csum ¼ 0, and the MSE reaches the

floor produced by the noise and it can be considered as the lower performance bound. On

the other hand, (19) is valid as long as Na � ðK � 1Þð2Nh þ 1ÞCsum [ 0, then

Csumð2Nh þ 1Þ\ Na

ðK � 1Þ ð20Þ

In Appendix 2 is shown that the largest value of Csum is KNt, however a set of simu-

lations show that the averaged value is much less. In Fig. 2 we simulate the probability

density function (pdf) of Csum for a system with Nc ¼ 1024, K ¼ 4, uniform CFO, and

considering SCAS and ICAS (Nt ¼ 20 and Lt ¼ 12). In Fig. 2a we use jnðmÞj\0:3,

whereas in Fig. 2b jnðmÞj\0:5. As expected, Csum depends on the user allocation and CFO

range. It is possible to verify in Fig. 2b that the probability that Csum reaches the maximum

value KNt (4 for SCAS and 80 for ICAS) is very low. On the other hand, it should be noted

that Csum gives an idea of the interference that the CAS and CFO range introduce to the

system.

Considering that Nh ¼ 5 collects most of the energy of the interference for any CFO

value (see Appendix 1 for details) and that Csum averaged value for jnðmÞj\0:3 and ICAS is

15.89, (20) reduces to 175. Na

ðK�1Þ. Just as an example, it is easy to verify that the bound

0 10 20 30 40 50 60
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

p
df
(C

s
u
m
)

Csum

SCAS
ICAS

(a)

0 10 20 30 40 50 60 70 80
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

p
df
(C

s
u
m
)

Csum

SCAS
ICAS

(b)

Fig. 2 Probability density function of Csum for a system with Nc ¼ 1024, K ¼ 4, for SCAS and ICAS

(Nt ¼ 20 and Lt ¼ 12), considering a CFO jnðmÞj\0:3 and b CFO jnðmÞj\0:5
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results valid for an LTE system with ICAS, K ¼ 4 users and Nc ¼ 1024 subcarriers. In

Sect. 4 we evaluate numerically the theoretical expression (12) and verify the accuracy of

the bound (15) under different interference scenarios.

4 Numerical Simulations

In this section, we evaluate the mean square error (MSE) of the FFT-IC algorithm as a

function of the iterations and compare it with the theoretical approximation and the upper-

bound derived in Sect. 3.2. Additionally, we include some bit error rate (BER) curves for

FFT-IC, Direct [15], and conjugate gradient (CG) [8].

For the simulations we consider a 3GPP LTE—like system with the following

parameters: Nc ¼ 1024 subcarriers, sample frequency Fs ¼ 15:36 MHz, intercarrier

spacing Df ¼ 15 kHz, carrier frequency fc ¼ 2:5 GHz, cyclic prefix Ncp ¼ 152, and 16-

QAM modulation. The OFDMA and SC-FDMA systems of K ¼ 4 users utilize a tile size

of Lt ¼ 12 subcarriers, and Nt ¼ 20 tiles per user for GCAS (the users are allocated

randomly among the tiles); or Lt ¼ 240 and Nt ¼ 1 for SCAS. The ITU Vehicular A

channel with a speed of 50 km/h is employed [16]. The channel is considered known at the

receiver and the symbols are recovered using a single-tap frequency domain equalizer.

Although mathematically the CFO range can be jnðmÞj\0:5, we employ a range jnðmÞj\0:3
since it is more realistic. If we assume that each user synchronizes with the BS in the

downlink, the residual CFO is only due to Doppler shift. Considering LTE parameters [12]

and a high speed train scenario [17], where the speed is 350 km/h, the Doppler shift leads

to a CFO of 0.1.

In Fig. 3 we compare the BER for LS. For SCAS, all compensation algorithms converge

to the Direct compensation since this allocation scheme does not introduce a significant

amount of interference. Note that the averaged value of Csum for this case is only 0.6. On

the other hand, for GCAS the Csum averaged value is 11.94, which means the interference

is considerable and the compensation properties of the algorithms are brought to light.

From the figure, it is clear that FFT-IC attains a similar BER than CG, but with a lower

implementation complexity [10].

10 15 20 25 30
10−4

10−3

10−2

10−1

B
E
R

Eb/N0 [dB]

Direct
w/o CFO

CG
FFT-IC

(a)

10 15 20 25 30
10−4

10−3

10−2

10−1

B
E
R

Eb/N0 [dB]

Direct
w/o CFO

CG
FFT-IC

(b)

Fig. 3 BER performance comparison between different CFO compensation methods for OFDMA,
considering a SCAS and b GCAS for LS. The curves are obtained using the ITU Vehicular A channel and a

CFO uniformly distributed in the interval jnðmÞj\0:3
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The Fig. 4 depicts the results of the convergence analysis of Sect. 3 for an OFDMA

system with GCAS and SCAS considering a fixed CFO for every user (nð0Þ ¼ �0:1,

nð1Þ ¼ 0:2, nð2Þ ¼ �0:15, and nð3Þ ¼ 0:05) and r2 ¼ 0:001. The figure considers the

experimental MSE at iteration q from (11), the theoretical MSE from (12) (both calculated

as
PNc�1

n¼0 ½mq�n), the upper bound (15) (calculated as NKn), and the lower bound NKr2.
From the figure we note that the theoretical MSE is accurate for both CASs and that the

experimental and theoretical MSE curves lie in average between the lower and the upper

bounds, as expected. On the other hand, the upper bound is tighter for systems with low

interference, as is the case of SCAS in Fig. 4b. The average of Csum for jnðmÞj\0:3 is

approximately 0.60 for SCAS and 11.94 for GCAS, then the condition (20) is verified in

both cases: for SCAS we have 6:6 � Csumð2Nh þ 1Þ\ Na

ðK�1Þ ¼ 320, whereas for GCAS

131:34 � Csumð2Nh þ 1Þ\ Na

ðK�1Þ ¼ 320.

5 Conclusion

In this work we analyze the carrier frequency offset (CFO) compensation performance of

efficient successive cancellation algorithms, for the uplink of multicarrier systems. We

derive a useful upper-bound for the mean square error at convergence that is tight for

systems with moderate interference. Additionally, the bound gives an idea of the level of

interference produced by the CFO and the user carrier allocation scheme. On the other

hand, this study complements the general convergence results for the space-alternating

generalized expectation-maximization algorithm when is applied for CFO compensation.

Appendix 1: Proof of Lemma 1

Proof By replacing ŝqþ1 by (10), we can rewrite (11) as
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Fig. 4 Learning curves of the proposed algorithm for an OFDMA system, with a GCAS and b SCAS. The

curves are obtained considering a fixed CFO for every user(nð0Þ ¼ �0:1, nð1Þ ¼ 0:2, nð2Þ ¼ �0:15, and

nð3Þ ¼ 0:05) and r2 ¼ 0:001
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½mqþ1�n ¼ MSEf½ŝqþ1�njŝl : q� K þ 2� l� qg

¼ E
Xq

l¼q�Kþ2

½Aðl; qþ 1Þ sl � ŝlð Þ�n þ ½~z�n

�����

�����

2
8
<

:

9
=

;
ð21Þ

Note that Wjqþ1jK is not necessary due to the selection operation ½��n.
Since the noise is independent of the transmitted data and has zero mean, (21) can be

written as in the following expression

½mqþ1�n ¼ E
Xq

l¼q�Kþ2

½Aðl; qþ 1Þ sl � ŝlð Þ�n

�����

�����

2
8
<

:

9
=

;þ r2 ð22Þ

Using the Cauchy–Schwarz inequality in (22), the equation can be rewritten as

½mqþ1�n �ðK � 1Þ
Xq

l¼q�Kþ2

E ½Aðl; qþ 1Þ sl � ŝlð Þ�n
�� ��2
n o

þ r2 ð23Þ

By defining

elðnÞ ¼ ½ðsl � ŝlÞ�n; and ð24Þ

al;qþ1ðnÞ ¼IDFTf1; ej2pðn
jljK�njqþ1jK Þ=Nc ; . . .; ej2pðn

jlj�njqþ1jÞðNc�1Þ=Ncg ð25Þ

(first column of Aðl; qþ 1Þ) and considering n is allocated to user jqþ 1jK , we can express

the circular matrix multiplication of (23) as the following circular convolution

½mqþ1�n �ðK � 1Þ
Xq

l¼q�Kþ2

E
XNc�1

p¼0

al;qþ1ðjn� pjNc
ÞelðpÞ

�����

�����

2
8
<

:

9
=

;þ r2 ð26Þ

As the energy of the interference is located close to n, we consider only Nh carriers

adjacent to n, where Nh is chosen to consider more than 99.9 % of the interference energy.

Then, applying again the Cauchy–Schwarz inequality and assuming that the CFO is

deterministic and unknown, and n is allocated to user jqþ 1jK , (26) can be rewritten as

½mqþ1�n �ðK � 1Þð2Nh þ 1Þ
Xq

l¼q�Kþ2

XNh

p¼�Nh

al;qþ1ðjn� pjNc
Þ

�� ��2½ml�jn�pjNc
þ r2 ð27Þ

where it is used that E jelðnÞj2
n o

¼ ½ml�n. If we define the Nc � Nc banded convolution

matrix Cl;qþ1, with elements

½Cl;qþ1�n;p ¼
jal;qþ1ðjn� pjNc

Þj2 if 0� n�Nc � 1 and � Nh � p�Nh

0 otherwise

(
ð28Þ

the MSE as a function of the previous iterations results

½mqþ1�n �ðK � 1Þð2Nh þ 1Þ
Xq

l¼q�Kþ2

½Cl;qþ1ml�n þ r2 ð29Þ

h
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Appendix 2: Maximum Value of Csum

The maximum value of Csum is produced by a system with ICAS, where contiguous tiles

belong to users with opposed CFO values, i.e. nðm1Þ ¼ �nðm2Þ, if m1 and m2 are contiguous

users. On the other hand, the maximum value of CFO that results in full-rank U matrices is

jnðmÞj\0:5 [15].

Considering the worst case jnðmÞj ¼ 0:5, and that nð1Þ ¼ �0:5 (the CFO of the user

allocated in the first tile is -0.5),1 the matrix �C has the following structure

�C ¼

~C0;0
~C0;1 � � � ~C0;Nt�1

~C1;0
~C1;1 � � � ~C1;Nt�1

..

. . .
. ..

.

~CNt�1;0
~CNt�1;1 � � � ~CNt�1;Nt�1

0
BBBBB@

1
CCCCCA

ð30Þ

where the only non zero matrices are ~Ca ¼ ~C1;0 ¼ ~C3;2 ¼ � � � ¼ ~CNt�1;Nt�2 and
~Cb ¼ ~C0;1 ¼ ~C2;3 ¼ � � � ¼ ~CNt�2;Nt�1, with dimension Lt � Lt ; and values

~Ca ¼

0 0 � � � 1

0 0 � � � 0

..

. ..
. . .

. ..
.

0 0 � � � 0

0
BBBB@

1
CCCCA

ð31Þ

~Cb ¼

0 0 � � � 0

0 0 � � � 0

..

. ..
. . .

. ..
.

1 0 � � � 0

0
BBBB@

1
CCCCA

ð32Þ

As in each column or row of (30) there is either one ~Ca or one ~Cb, it is easy to see that

the worst-case value results Csum ¼ KNt.
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