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ABSTRACT

Knowledge Transfer (KT) achieves competitive perfor-
mance and is widely used for image classification tasks in
model compression and transfer learning. Existing KT works
transfer the information from a large model (“teacher”) to train
a small model (“student”) by minimizing the difference of their
conditionally independent output distributions. However, these
works overlook the high-dimension structural knowledge from
the intermediate representations of the teacher, which leads to
limited effectiveness, and they are motivated by various heuris-
tic intuitions, which makes it difficult to generalize. This paper
proposes a novel Contrastive Knowledge Transfer Framework
(CKTF), which enables the transfer of sufficient structural
knowledge from the teacher to the student by optimizing mul-
tiple contrastive objectives across the intermediate represen-
tations between them. Also, CKTF provides a generalized
agreement to existing KT techniques and increases their per-
formance significantly by deriving them as specific cases of
CKTF. The extensive evaluation shows that CKTF consistently
outperforms the existing KT works by 0.04% to 11.59% in
model compression and by 0.4% to 4.75% in transfer learning
on various models and datasets.

Index Terms— knowledge transfer, model compression,
transfer learning, contrastive learning

1. INTRODUCTION

Knowledge Transfer (KT) is an important and widely used
technique for model compression and cross-domain transfer
learning. Deep neural networks (DNNs) are difficult to deploy
on resource-constrained devices such as the Internet of Things
(IoT) and smart devices [[1]. KT can address this challenge by
using the original model as the teacher to train a much smaller
one as the student for deployment on edge devices. Also,
DNNs are difficult to train when there is insufficient labeled
data. KT can address this data deficiency by transferring
knowledge from a teacher model in the source domain trained
with abundant labeled data to the student model in the target
domain where labels are unavailable.

Various KT techniques [2H13]] have been investigated for
different image classification models. Hinton et al. first in-
troduced transferring soft logits (softmax outputs) [2]], termed
Knowledge Distillation (KD), by minimizing the KL diver-
gence between the teacher’s and student’s soft logits and the
cross-entropy loss with the data labels. Later, other works [3-
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13]] proposed to transfer various forms of intermediate repre-
sentations, such as FSP matrix [[12] and attention [4]. However,
these works assume that the output dimensions of intermediate
layers are independent, and they let the student replicate the
teacher’s behavior by minimizing the difference between their
probabilistic outputs. We argue that the intermediate repre-
sentations are interdependent, and this minimization fails to
capture the important structural knowledge of the teacher’s
convolution layers. Also, the various KT works are motivated
by different intuitions and lack a commonly agreed theory,
which makes it challenging to generalize. Moreover, none
of the existing KT works consistently outperform the conven-
tional KD [2].

A recent work, CRD [14]] formulated KT as optimizing
contrastive objectives, usually used for representation learn-
ing [[15K18]]. Their objective is to maximize a lower bound to
the mutual information of the outputs of the penultimate layer
(before soft logits) between the teacher and student [[14]. How-
ever, the low dimensionality of the penultimate layer outputs
restricts the amount of transferred information. Particularly in
cross-domain transfer learning, the penultimate layer outputs
of the teacher and student are irrelevant due to the extraneous
data from different domains. Moreover, the effectiveness of the
contrastive objective on intermediate representations, which
are high-dimension and crucial for guiding gradient updates,
is currently unexplored.

To address the aforementioned limitations and improve
the performance of KT for model compression and transfer
learning, we propose a novel Contrastive Knowledge Trans-
fer Framework (CKTF) to enable the transfer of sufficient
structural knowledge from the teacher to the student by opti-
mizing multiple contrastive objectives across the intermediate
representations between them. CKTF defines positive repre-
sentation pairs as the outputs of the teacher’s and student’s
intermediate modules from the same input sample and negative
representation pairs as from their modules’ outputs given two
different data samples, respectively. By optimizing the con-
trastive objectives constructed across all the modules, CKTF
pushes each positive representation pair closer while push-
ing each negative representation pair farther apart, thereby
achieving effective knowledge transfer. Moreover, CKTF can
incorporate and improve all the existing KT methods by adding
their loss terms to the proposed contrastive loss during opti-
mization.

In this paper, we focus on applying CKTF for image clas-
sification models. Compared to the existing KT works, CKTF
has several advantages: first, compared to the output-level-
only communication in the previous contrastive KT approach
(CRD), CKTF allows the student to learn the intermediate
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Fig. 1: Workflow of CKTF.
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layer state and to capture correlations of high-order output
dependencies, leading to faster and better transfer; second, un-
like the existing KT works which often perform worse than the
conventional KD, CKTF consistently outperforms the conven-
tional KD in all cases; finally, CKTF provides a generalized
agreement to existing KT methods and can incorporate existing
works to significantly enhance their performance.

Our comprehensive evaluation shows that CKTF outper-
forms the existing KT works (KD, CRD, and 12 other solu-
tions) significantly. For model compression using CIFAR-100
and Tiny-ImageNet, CKTF yields an accuracy improvement
of 0.04% to 11.59% than the existing KT methods, and 0.95%
to 4.41% compared to training the student directly using all
the data. For transfer learning from Tiny-ImageNet to STL-10,
CKTF converges faster than all the baselines and outperforms
their accuracy by 0.4% to 4.75%.

2. METHODOLOGY

2.1. Framework Overview

Let X = {z;}B , and Y = {y;}2 | denote a set of inputs with
a batch size of B and its ground truth labels Y, respectively.
We define a module as a group of convolution layers. The
output representations of the modules from the teacher and
student can be described as {7, }M_, and {S,, }}_,, respec-
tively, where M denotes the number of modules. Similarly, let
T}, and S}, denote the output vectors of the penultimate layer
from the teacher and student, respectively.

Figure [I] illustrates the workflow of the proposed Con-
trastive Knowledge Transfer Framework (CKTF). The opti-
mization objective in CKTF consists of three components:
1) the cross entropy loss with the ground truth labels; 2) the
proposed contrastive loss to transfer knowledge from the inter-
mediate representations {7}, }}_, and the penultimate layer
Ty, of the teacher to {S,,}M_, and S}, of the student, respec-
tively; and 3) the distillation loss from other KT methods. The
loss function of CKTF is as follows:

L =yLeu(Y, Sn)+Loxr({Tmbm=1; {Sm}m=1,Th, Sn) 0
+0Lpistiti(Th, Sk)

where v equals either 1 or 0 depending on the availability of

labels, and 6 is a hyper-parameter that controls the weight of

the loss term.

The first loss term in Eq. [T] enforces the supervised
learning from labels, which is typically implemented as a
cross-entropy loss for classification tasks: Lop(Y,Sp) =
S [Yilog(Sh.i) + (1 — Y;)log(1 — Sp.;)], where ¢ denotes
the number of classes of the dataset. The second loss term is
the proposed contrastive loss that transfers high-dimension

structural knowledge from both the intermediate presenta-
tions and the penultimate layer via contrastive learning. It
works because, as opposed to just transferring information
about conditionally independent output class probabilities, the
multiple contrastive objectives constructed in Lo g better
transfer all the information in the teacher’s representational
space (see Section [2.2] for details). The third loss term is
used to incorporate existing KT methods into CKTF. For
example, for the conventional KD [2]], it is defined as the KL-
divergence-based loss that minimizes the difference between
the teacher’s and student’s soft logits: Lp;stini(Th, Sn) =
KL(softmax(Th/p)||softmax(Sh/p)), where p is the tem-
perature. In this way, CKTF can help improve the performance
of existing KT methods (see Section [3.1]for evaluation results).

Note that, in transfer learning, v (Eq. E]) is set to zero since
supervision from labels is not available.

2.2. Contrastive Knowledge Transfer

CKTF constructs the contrastive loss across intermediate rep-
resentations from multiple modules of the teacher and student.
Directly using intermediate representations {7}, }_, and
{8, }M_. to perform contrastive learning is infeasible, since
1) the dimension between 7,,, and .S,,, might be different, and
2) the huge feature dimension of 7, and S,,, may cause mem-
ory issues or significantly increase the training time. In detail,
the dimension of S,,, is calculated as |S,,| = B x 03, x (k$,)?,
where B, o], and k., denote the batch size, output dimension,
and kernel size of the module m of the student. For exam-
ple, for ResNet-50 on Tiny-ImageNet with a batch size of
32, the feature dimension of one intermediate module can be:
32 x 1024 x 162 ~ 8.39 millions, and its teacher may also
have a similar level of the feature dimension.

To solve the above problem, CKTF first applies an

average pooling over T,, € RBXomxknxki and S, €
RBxomxknxkn,  respectively, and it produces the output
Ty € RBXomx1x1and S, € RB*onx1x1 regpectively.
Then it uses a reshaping function h(-) that changes the 4-D
Tpn and Sy, to a 2-D space, yielding HY, € RB*o%. and
HS € RB*on, respectively:

S = AvgPool(S,,), T,, = AvgPool(T),)

~ - 2
HS = h(8,0), HE, = h(T,,) @

Next, a projection network g(-) takes the presentations
{HIIM | and {H3}M_, as the input, and for the module
m, it produces: GT = g(HL) € RB*? and G5, = g(HY) €
RB*4 _respectively, where d denotes the output dimension of
the projection network. g(-) used in CKTF is a single linear
layer of size d = 128 followed by the /5 normalization. Note
that g(-) is discarded after training, so we do not change the
model architecture. We will show that the linear projection is
better than Multi-Layer Perceptron (MLP) projection used in
representation learning [[I5H18]] and discuss the effect of d in
Section 331

CKTF constructs the contrastive loss using {GL }M_| and
{G5}M_, . Given a batch of random samples X = {z;}2 |,
we define positive representation pairs as (G5, ;, GL. ), which
are the outputs of the student’s and teacher’s module m from
the same input sample x;, and negative representation pairs as



Table 1: Top-1 test accuracy (%) on CIFAR-100 and Tiny-ImageNet. Red/black arrows denote the increase/decrease compared to conventional KD.

DataSet CIFAR-100 Tiny-ImageNet

Model
Teacher WRN-40-2 WRN-40-2 ResNet-56 ResNet-110  ResNet-110  ResNet-32%*4  VGG-13 | VGG-19 VGG-16  ResNet-34  ResNet-50
Student WRN-16-2  WRN-40-1 ResNet-20  ResNet-20 ResNet-32 ResNet-8+4 VGG-8 VGG-8 VGG-11  ResNet-10  ResNet-10
Compression Ratio 3.21 3.96 3.10 6.24 6.03 2.39 5.01 1.59 4.28 4.78

Baselines
Teacher 75.61 75.61 72.34 74.31 74.31 79.42 74.64 61.62 61.35 65.38 65.34
Student (w/o KT) 73.26 73.54 69.06 69.06 71.14 72.5 70.36 54.61 58.60 58.01 58.01

Method
KD 2] 74.92 73.54 70.66 70.67 73.08 73.33 72.98 55.55 62.51 58.92 58.63
FitNet 3] 73.58 (1) 72.24 (1) 69.21 (1) 68.99 (1) 71.06 ({) 73.50 (1) 71.02() | 5524()) 59.08() 58.22(]) 57.76 (1)
AT [4] 74.08 (1) 7277 () 70.55 (1) 7022 () 7231 (1) 73.44 (1) 7143 () | 5355() 6140()  59.16 (1) 58.92 (1)
SP 3] 73.83 (1) 72.43 (1) 69.67 (1) 70.04 () 72.69 (1) 72.94 (1) 72.68 (1) | 55.09()) 61.61(]) 5591(]) 5717 (1)
CC o] 73.56 (1) 7221 (1) 69.63 (1) 69.48 (1) 71.48 (1) 7297 (1) 7071 () | 54.87()) 5834() 57.18(]) 57.36 (1)
VID 7] 7411 (1) 733 () 7038 (1) 70.16 (1) 72.61 (1) 73.09 1) 7123 ) | 5494 () 60.07() 58.53(]) 57.65 ()
RKD [3] 7335 ) 7222 ({) 69.61 (1) 69.25 (1) 71.82({) 71.90 ({) 7148 () | 54.13()) 5996() 57.35(]) 57.05 ({)
PKT [9] 74.54 (1) 7345 ) 70.34 (1) 70.25 () 72.61 (1) 73.64 (1) 7288 (1) | 55.35()) 6046 () 5841(]) 58.66 (1)
AB [10] 72.50 (1) 72.38 (1) 69.47 (1) 69.53 (1) 70.98 (1) 7317 (1) 7094 (1) | 5031 () S5565() 57.22()) 58.05 ({)
FT L1 7325 1) 71.59 (1) 69.84 (1) 7022 () 7237 () 72.86 () 7058 (1) | 53.65()) 58.84()) 56.22(]) 56.48 ()
FSP12] 7291 (1) N/A 69.95 () 70.11 () 71.89 ({) 72.62 () 7023 (1) N/A N/A N/A N/A
NST [13] 73.68 (1) 72.24 (1) 69.60 ({) 69.53 (1) 71.96 (1) 73.30 (J) 71.53 (1) | 51.08()) 5847({) 59.23(1) 47.83 (1)
CRD [14] 75.48 (1) 7414 (D) 71.16 (T) 71.46 (T) 7348 (T) 7551 () 7394 (T) [ 56.99 (T) 62.04(]) 60.02(T) 59.31 (1)
CKTF 75.85 (1) 74.49 (1) 71.20 (1) 71.80 (1) 73.84 (1) 75.74 (1) 7431 (1) | 57.57 (1) 63.01 (1) 60.39 (1) 59.42 (1)
CRD+KD [14] 75.64 (1) 7438 (1) 71.63 (T) 71.56 (1) T3.75(T) 75.46 (T) 7429 (T) | 58.09 (T) 63.66 (T) 61.99 (T) 61.26 (T)
CKTF+KD 75.89 (1) 74.94 (1) 71.86 (1) 71.66 (1) 74.07 (1) 75.97 (1) 7455 (1) | 58.76 (1) 63.97 (1)  62.31 (1) 61.51 (1)

Table 2: Top-1 test accuracy (%) of KT methods incorporated into CKTF. Numbers inside the parentheses denote the improvement over the original method.

— CKTF

CKTF+FitNet  CKTF+AT  CKTF+SP  CKTF+CC  CKTF+VID  CKTF+RKD  CKTF+PKT  CKTF+AB  CKTF+FT  CKTF+NST
S ﬁ:zﬁg;gij 73.18 74.92 75.30 75.86 75.43 74.92 75.82 75.38 75.39 75.08
(CIFAR.100) (1.68 1) (148 1) (236 1) (289 1) (2.34 1) (3.021) (.18 1) @211 (2.53 1) (178 1)
gf ngég 56.19 55.33 56.22 55.99 56.34 55.96 56.82 52.63 56.39 51.97
(Tiny. ImageNet) 0.95 1) (178 1) (113 1) (1121 (141) (1.83 1) (147 1) @321 (2747 (0.891)
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GT . for every input x;, while pushing G . apart from
{GT m.j j 1,j2i- IV is the number of negative representa-

tion pairs. CKTF defines the contrastive loss based on the
intermediate representations as follows:

f(Ggl Z7GZ;L z)
Zg 1f( m'N )

where the function f(-) is similar with that used in [[1518],
specifically, £(GS,,, GT ) = —bCniCmalD) _ N

m,i) emp(G;SnYZC’;LiYZ/T)JrN/Nd
the number of training samples of the dataset, and 7 is a tem-
perature that controls the concentration level. The previous
works [[15H18] use the function for different domains or objec-
tives, such as self-supervised representation learning [17] and
density estimation [ 16], whereas we are the first to construct
multiple contrastive objectives on the intermediate represen-
tations of image classification models for knowledge transfer.
The minimization of the contrastive loss Lok iS maxi-
mizing the lower bound of the mutual information [[15+18]]
between {GT}M_ | and {G5}M_,.

Similar to L mc kT, CKTF constructs the contrastive ob-
jective on the outputs of the penultimate layer as:

f(Sh,i, Th,i)
Sy F(Shyis Thy)
Finally, the proposed contrastive loss (the second loss term in
Eq. |I|) is defined as the weighted sum of L;cx7 and Lpoxr:

M
Lexr = an Z LMCKT(GTS;H G%) + asLpckr(Th, Sk). (5)

m=1

m,s

Luckr(Gh,,Gr) = —E |log 3

“

Lpckrr(Sh,Th) = —F |log
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Fig. 2: Top-1 test accuracy of KD, CRD, and the proposed CKTF on STL-10
when transferring knowledge from Tiny-ImageNet.
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3. EVALUATION

Models and Datasets. We conducted an extensive evaluation
of Wide ResNet Networks (WRN), ResNet, and VGG mod-
els on 1) CIFAR-100 [19] that consists of SOK 32x32 RGB
images with 100 classes, 2) Tiny-ImageNet [20] containing
100K 64 x64 images with 200 classes, and 3) STL-10 [21]
that contains 5K 10-category labeled training images, 8K test
images, and 100K unlabeled images.

Implementation Details. We implemented CKTF on PyTorch
version 1.9.0 and conducted experiments on 4 Nvidia RTX
2080 Ti GPUs. The learning rate is initialized to Se-2 and
decays with a rate of 0.1 at epochs 150, 180, and 210. The total
training epochs is 240. Weight decay is set to Se-4. Nesterov



SGD optimizer is used with a momentum of 0.9. NV and 7 are
set to 16384 and 0.1, respectively. When CKTF is evaluated
alone, 6 is 0, and a1 and o2 are set to 0.8 and 0.2, respectively.
When evaluating the related KT methods incorporated into
CKTE, 6 is set to 1, which means the third loss term in Eq. is
the same as the loss used in their papers, and a;; and a5 follow
the above settings (0.8 and 0.2).

3.1. Model Compression

We compare CKTF for model compression tasks with three
baselines: 1) a large model that is uncompressed and directly
trained (teacher), 2) a small model directly trained without
KT (student w/o KT), and 3) the same small model trained
with various KT methods. For the implementation, we use the
public CRD code-base [14] to conduct a fair comparison.
Table|[T] presents the Top-1 test accuracy of various teacher
and student combinations on CIFAR-100 and Tiny-ImageNet.
CFKT significantly outperforms all the existing KT methods in
all cases. Specifically, CFKT outperforms: 1) the conventional
KD [2] by 0.5% to 2.41% (none of the existing methods con-
sistently outperforms KD), 2) the other KT methods by 0.04%
to 11.59%, and 3) the related contrastive learning method
CRD [|14]] (the second best in the results) by 0.04% to 0.97%.
Compared to the student trained directly on the data with-
out KT, CFKT is 0.95% to 4.41% better. We also observe that,
compared to the student w/o KT, CFKT performs better on
Tiny-ImageNet (better than the student w/o KT by 4.41% to
1.41%) than on CIFAR-100 (better than the student w/o KT
by 3.95% to 0.95%). This could be because Tiny-ImageNet
is more complicated than CIFAR-100 (with more classes and
data), resulting in more complicated intermediate represen-
tation, whereas CFKT is good at capturing this complicated
high-dimension structural knowledge. Further, CFKT enables
the small student to achieve comparable performance to the
large teacher with only 16% of its original size. This con-
firms that CFKT is beneficial to on-device image classification
applications that require small, high-performance models.

Results on Incorporating KT Methods. We measure the
performance of existing KT methods incorporated into CFKT
(following Eq.[I), using ResNet-32x4/ResNet-8x4 and VGG-
19/VGG-8 as the teacher/student on CIFAR-100 and Tiny-
ImageNet. As shown in Table[2] the Top-1 test accuracy of
the existing KT works is significantly improved by 0.89%
to 3.02% when incorporated into CFKT. The results demon-
strate that CFKT provides a generalized agreement behind
knowledge transfer. Another observation is that, when incor-
porating existing KT methods into CFKT, the improvement on
the methods that transfer from the last several layers is higher
than the methods that transfer from intermediate representa-
tions. For example, PKT+CKTF and SP+CKTF achieve an
improvement of 2.18% and 2.36%, compared to PKT and SP,
respectively, whereas AT+CKTF and FitNet+CKTF achieve
an improvement of 1.48% and 1.68%, compared to AT and
FitNet, respectively. This is because methods that transfer
from the last several layers lack the teacher’s intermediate in-
formation, which can be compensated by CFKT after they are
incorporated into CFKT. So the improvement is larger. For the
methods that transfer knowledge from intermediate represen-
tations, the transferred information is partial since they do not
explicitly capture correlations or higher-order dependencies in
representations. The integration of CKTF though still provides

additional intermediate information, the improvement to the fi-
nal accuracy is smaller than that from the methods completely
lacking intermediate information.

3.2. Transfer Learning

We first train the teacher using the source domain data (Tiny-
ImageNet) with ground truth labels. Then, we transfer knowl-
edge from the teacher to the student using the unlabeled data
from the target domain (STL-10) with KT methods. Finally,
we fine-tune the student (only train its linear classifier) using
the training set of STL-10 and evaluate its accuracy on the
test set of SLT-10. This is a common practice [[14,22123] for
evaluating the quality of transfer learning.

We compare CKTF with KD [2] and CRD [14]. The
teacher and student can be either the same, e.g., VGG-19/VGG-
19, or different, e.g., VGG-19/VGG-8. Figure E] shows how the
Top-1 test accuracy of the student evolves during fine-tuning
on STL-10. CKTF converges faster than all the baselines
and outperforms them in final accuracy by 0.4% to 4.75%.
This result validates that CKTF is advantageous for cross-
domain transfer learning, even without labeled data in the
target domain.

3.3. Ablation Study

Effect of Projection. Figure [3a] compares the Top-1 test ac-
curacy of three student models trained with CKTF, using the
linear vs. MLP projection network (discussed in Section [2.2)),
on CIFAR-10 and Tiny-ImageNet. Linear projection outper-
forms MLP projection by 0.15% to 1.85%.

Effect of Output Dimension. We analyze the impact of the
output dimension d of the linear projection network on four
student models by varying the value of d from 16 to 128. We
observe that a larger output always leads to better performance,
and d = 128 is better than others by 0.03% to 2.2% on CIFAR-
10 and Tiny-ImageNet.

Effect of Layer Mapping. Figure [3b]illustrates the effect of
five strategies for mapping the teacher’s and student’s layers
in each module, including mapping the student’s last layer
with the teacher’s 1) first, 2) last, or 3) a randomly chosen
convolution layer or mapping between the layer pair whose
outputs have the 4) largest or 5) smallest cosine similarity.
Last-layer mapping outperforms others by 0.23% to 1.5% on
CIFAR-10 and Tiny-ImageNet.

4. CONCLUSIONS

This paper proposes a novel Contrastive Knowledge Transfer
Framework (CKTF) for model compression and transfer learn-
ing in image classification. Different from previous KT works,
CKTF enables the transfer of high-dimension structural knowl-
edge between the teacher and student by optimizing multiple
contrastive objectives across the intermediate representations.
It also provides a generalized agreement to existing KT meth-
ods and increases their accuracy significantly by deriving them
as specific cases of CKTF. An extensive evaluation shows
that CKTF consistently outperforms the existing KT works
by 0.04% to 11.59% in model compression and by 0.4% to
4.75% in transfer learning. In the future, we will investigate
the effectiveness of CKTF in ensemble knowledge transfer and
large-scale language model compression.
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