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Abstract—Gaussian Mixture Model (GMM) has been widely 

used in speech signal and image signal classification tasks.  It can 

be directly used as a classifier, or used as the representation of 

speech or image signals.  Another important usage of GMM is to 

serve as the Universal Background Model (UBM) to generate 

speech representations such as Gaussian Supervector (GSV) and 

i-vector.  In this paper, we borrow GSV from speech signal

classification studies and apply it as an image representation for

image classification.  GSV is calculated based on a Universal

Background Model (UBM).  Apart from employing the

conventional GMM as the UBM to calculate GSV, we also

propose the Equal-Variance GMM (EV-GMM), where all the

variables in all the Gaussian mixture components share the same

variance.  Moreover, we derive the kernel version of EV-GMM,

which generalizes EV-GMM by introducing a kernel.  We then

compare GSV to the raw image feature and other popular image

representations such as Sparse Representation (SR) and

Collaborative Representation (CR).  Experiments are carried out

on a handwritten digit recognition task, and classification results

indicate that GSV can work very well and can be even better

than other popular image representations.  In addition, as the

UBM, the proposed EV-GMM can work better than the

conventional GMM.

Keywords—Gaussian mixture model; equal-variance Gaussian 

mixture model; Gaussian supervector; image classification 

I. INTRODUCTION

Gaussian Mixture Model (GMM) is a widely-used model 
for signal classification, especially for speech and image 
signals.  It can be used as a speech representation for speaker 
recognition [1]-[3] and language recognition [4][5].  It can also 
be used to generate multiple features from a speech sample for 
recording mobile phone recognition [6].  Besides speech-
related signal classification, GMM has also been used to 
generate features for image-based signal classification, such as 
using Gaussian maps [7] or GMM-based vocabulary of visual 
words [8] as image representations.  GMM can also be used to 
represent human faces in a video for face recognition [9]. 

Another usage of GMM is to serve as the Universal 
Background Model (UBM).  GMM-based UBM can be used to 
calculate Gaussian Supervector (GSV) [10] and i-vector [11], 
which are two popular speech representations for speaker 
recognition.  Actually, besides of speaker recognition, GSV has 
also been used for recording device recognition [12]-[14]. 

GMM can also be used as a classifier for signal 
classification, such as phoneme classification [15], microphone 
classification [16], room classification [17], acoustic scene 
classification [18], acoustic event classification [19], image 
texture classification [20]-[22], human identification [23], and 
hyperspectral image classification [24]. 

In this paper, we employ GSV as an image representation 
for image classification.  The performance of GSV is compared 
to other image representations, such as Sparse Representation 
(SR) [25]-[29] and Collaborative Representation (CR) [30]-
[33].  Experimental results show that GSV can perform as well 
as or even better than SR and CR.  GSV is calculated based on 
a GMM.  In this paper, we propose the Equal-Variance GMM 
(EV-GMM), where all the variables in all the Gaussian mixture 
components share the same variance.  We then compare the 
performance of the conventional GMM and the proposed EV-
GMM as the UBM to calculate GSV.  Experimental results 
show that EV-GMM can work better.  Furthermore, we also 
derive the kernel version of EV-GMM, which generalizes EV-
GMM by introducing a kernel. 

This paper is organized as follows.  In Section II, we give 
the formulation for the construction of the conventional GMM 
as well as EV-GMM.  In Section III, we give the formulation 
of GSV.  In Section IV, we extend EV-GMM to its kernel 
version.  In Section V, experimental results are presented and 
discussed.  A conclusion is drawn in Section VI. 

II. GMM AND EV-GMM

A. Conventional GMM

The parameters of an M-component GMM can be denoted

as }...2,1|,,{ MmmmmM   , where ωm, μm and σm are 

the weight, mean vector and standard deviation vector of the 
m-th Gaussian component.  The parameters can be estimated
using the Expectation-Maximization (EM) algorithm.  Given N
training feature vectors denoted as {x1, x2…xN}, the EM
algorithm is described as follows [34].

In the E-step, we calculate the posterior probability 

),|Pr( Mnxm  for each mixture component m using (1), where 

),|( mmnxp  is the Gaussian probability. 
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In the M-step, we re-estimate the parameters ωm, μm and σm 
for each mixture component m using (2) ~ (4), where (σm)i and 
(xn−μm)i denote the i-th element of σm and (xn−μm) respectively. 
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To obtain an M-component GMM where M is assumed to 
be a power of 2, we adopt the mixture splitting technique [35] 
to increase the number of mixture components step by step.  
On using this technique, we start from a single Gaussian model 
(i.e. 1-component GMM), and in each step, we double the 
number of mixture components in the current GMM.  For 
example, suppose we already have a k-component GMM 

}...2,1|,,{ kmmmmk   , then in the next step, we 

initialize the parameters of the 2k-component GMM to be 

}...2,1|,2.0,
2

{}...2,1|,2.0,
2

{2 kmkm mmm
m

mmm
m
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and then re-estimate the parameters using EM algorithm. 

B. Equal-Variance GMM (EV-GMM)

For Equal-Variance GMM (EV-GMM), we assume that the
variables in all the Gaussian mixture components share the 
same standard deviation σ.  In this condition, the parameters 

are denoted as }...2,1|,,{ MmmmM    where σ is now 

a scalar.  Then in the E-step, we calculate the posterior 
probability using (5), where the Gaussian probability is given 
by (6).  In the M-step, we re-estimate ωm and μm using (2) and 
(3), but do not re-estimate σ.  Parameter σ will be pre-defined. 
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To obtain an M-component EV-GMM, we use a similar 
mixture splitting technique.  Suppose we already have a k-

component EV-GMM }...2,1|,,{ kmmmk   , we 

initialize the parameters of the 2k-component EV-GMM to be 

}...2,1|,2.1,
2

{}...2,1|,8.0,
2

{2 kmkm m
m

m
m
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and then re-estimate the parameters using EM algorithm.  For 
EV-GMM, parameter σ is a pre-defined value.  It is different 
from parameter σm of the conventional GMM, which is 
calculated based on the training data.  Thus, parameter σ is not 
instructive for the mixture splitting process and is therefore 
excluded in the initialization strategy. 

III. GSV

GSV is calculated based on a UBM.  Given an M-
component GMM or EV-GMM as the UBM, for a feature 
vector xt, its corresponding GSV yt is calculated as follows. 

For each Gaussian component m, we calculate the posterior 
probability using (1) or (5), and then calculate the adapted 

mean vector m  using (7), where γ is the relevance factor [34]. 

Then yt is the concatenation of m as given by (8) [10][13]. 
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IV. KERNEL VERSION OF EV-GMM

An interesting characteristic of (6) is that, only the inner 
product of two vectors are involved, which enables the usage 
of a kernel for EV-GMM.  When using a kernel function, an 
implicit feature mapping can be involved in the computation. 
For example, suppose a kernel function k(.,.) is defined to be 
k(a,b)=φ(a)Tφ(b), where φ is a feature mapping, then as long as 
this kernel function is valid, we do not need to know what φ is.  
Following this idea, suppose we would like to map each vector 
xn to φ(xn) using the mapping function φ, then the EM 
algorithm shall be modified as follows. 

In the E-step, we use (9) to calculate the posterior 

probability )),(|Pr( Mnxm  , where the Gaussian probability

)|)((  nm xp  is given in (11). 
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In the M-step, we calculate the weight using (10) and the 
Gaussian probability for the m-th mixture component using 
(11), where k(a,b)=φ(a)Tφ(b) is a kernel function. 
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As can be seen from (11), the calculation of the Gaussian 
probability only requires the calculation of the posterior 
probability and the kernel function, meaning that the explicit 
feature mapping function φ is unnecessary to be known, as 
long as the kernel function k(.,.) is valid. 

V. EXPERIMENTAL RESULTS AND DISCUSSIONS 

In this part, we compare GSV to the raw image feature, 
Sparse Representation (SR) and Collaborative Representation 
(CR).  We also compare the performance of GMM and EV-
GMM as the UBM to calculate GSV. 

A. Experimental Setting and Image Dataset 

Suppose an image is of size P×Q, we concatenate all the Q 
columns to form a long column vector, whose dimensionality is 
then PQ×1.  This long column vector is the raw image feature.  
The raw image feature is then used as the feature vector to 
calculate UBM, GSV, SR and CR.  On using GSV as the image 
representation, the classifier is SVM, which is implemented 
using LIBSVM [36].  The UBM is calculated using the raw 
image features used for training.  For a feature vector xt, its 
corresponding SR yt is obtained by solving the optimization 

problem Ayxyy tyt  tosubjectminarg
1

, where A is 

a dictionary [26].  The solution yt is obtained using SparseLab 
[37].  The classifier for SR is the Sparse Representation-based 
Classifier (SRC) [26].  For a feature vector xt, its corresponding 
CR is obtained by solving the optimization problem 

2

2

2

2
minarg yAyxy tyt  , whose solution is given by 

  t
TT

t xAIAAy
1

   [30].  λ is the regularization parameter 

and is set to be 0.01 in our experiment.  The classifier for CR is 
the Collaborative Representation-based Classifier (CRC) [30].  
For SR and CR, the dictionary A is a matrix, whose column 
vectors are the raw image features used for training. 

The image dataset is USPS handwritten digit dataset 
containing 10 handwritten digits (i.e. digit 0 ~ 9) [25][38].  For 
each digit, 500 samples are used for training and 600 samples 
are used for testing.  Totally 5000 images are used for training 
and 6000 images are used for testing.  The training images are 

also used to build the UBM.  Each image is of size 16×16, thus 
the dimensionality of the raw image feature is 256×1. 

B. Experimental Results 

On using GSV, different values of γ are evaluated.  As the 
UBM, GMM and EV-GMM with different numbers of 
Gaussian components (i.e. M) are investigated.  When utilizing 
EV-GMM to calculate GSV, different values of σ are 
evaluated.  Classification results are illustrated in Figs. 1 ~ 5.  
Fig. 1 shows the results of using GSV calculated from the 
conventional GMM, while Figs. 2 ~ 5 show the results of using 
GSV calculated from EV-GMM.  In the figures, “raw+SVM” 
means that the image representation is the 256-dimension raw 
image feature and the classifier is SVM; “GSV+SVM” means 
that the image representation is GSV and the classifier is SVM; 
“SR+SRC” means that the image representation is SR and the 
classifier is SRC; “CR+CRC” means that the image 
representation is CR and the classifier is CRC. 

From Fig. 1, when the conventional GMM is used, the 
performance of GSV is similar to other image representations.  
The number of mixture components M in the GMM highly 
influences the quality of GSV, and the quality of GSV tends to 
degrade with the increase of M. 

From Figs. 2 ~ 5, when EV-GMM is used, GSV can 
outperform other image representations when a suitable 
relevance factor γ is used.  When γ is small (e.g. γ=0.0001), the 
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Fig. 1. GSV calculated from conventional GMM. 
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larger the M, the better the performance of GSV; when γ is 
large (e.g. γ=1), the smaller the M, the better the performance 
of GSV.  In addition, when M is small (e.g. M=4), the 
performance of GSV is more stable with respect to different 
values of γ; when M is large (e.g. M=16), the performance of 
GSV drops rapidly with the increase of the value of γ.  
Moreover, comparing Figs. 2 ~ 5, the larger the σ, the less the 
GSV will be influenced by M. 

C. Discussions 

In summary, the performance of GSV is influenced by the 
relevance factor as well as the UBM.  As can be seen from (7), 
the relevance factor γ controls the proportion of information 
that GSV absorbs from the raw image feature and the UBM.  
The larger the γ, the more information GSV absorbs from the 
UBM.  With suitable relevance factors, GSV can work very 
well and even better than other popular image representations.  
The number of mixture components M in the UBM also 
influences the performance of GSV, but increasing M does not 
guarantee performance improvement.  In particular, on using 
EV-GMM as the UBM, σ also plays an important role.  As the 
UBM, experimental results show that the proposed EV-GMM 
can outperform the conventional GMM.  The reason lies in the 
fact that, the image features do not follow the multivariate 
Gaussian distribution very well, causing the variance of the 
conventional GMM to be inaccurately estimated.  On the 
contrary, for EV-GMM, the standard deviation parameter is 
pre-defined and shared by all the variables in all the Gaussian 
mixture components, making EV-GMM less affected by the 
inaccuracy in parameter estimation. 

VI. CONCLUSION 

In this paper, we utilize GSV as the image representation 
for handwritten digit recognition, and compare GSV with other 
popular image representations used in image classification 
tasks, such as Sparse Representation (SR) and Collaborative 
Representation (CR).  Experimental results show that GSV can 
work as well as other image representations, and with suitable 
chosen parameters, GSV can work even better. 

GSV is calculated based on a Universal Background Model 
(UBM), and this UBM is usually a Gaussian Mixture Model 
(GMM).  To better model the characteristics of images, we 
propose the Equal-Variance GMM (EV-GMM), where all the 
variables in all the Gaussian mixture components share the 
same standard deviation.  We compare the performance of EV-
GMM and the conventional GMM in terms of the performance 
of GSV, and experimental results indicate that EV-GMM can 
work better, when the standard deviation parameter is properly 
chosen.  The improved performance of EV-GMM over GMM 
lies in the fact that, image features do not follow the 
multivariate Gaussian distribution very well.  By pre-defining 
the standard deviation instead of estimating the standard 
deviation from data, EV-GMM is less affected by the 
inaccurate estimation of the parameters than GMM.  Moreover, 
when using EV-GMM, we can have a kernel version, where an 
implicit feature mapping can be involved.  The kernel version 
EV-GMM is also the generalization of EV-GMM, but the 
usage of the kernel version EV-GMM needs more exploration 
in the future. 
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Fig. 2. GSV calculated from EV-GMM with σ2=2. 
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Fig. 5. GSV calculated from EV-GMM with σ2=0.5. 
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Fig. 4. GSV calculated from EV-GMM with σ2=1. 
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Fig. 3. GSV calculated from EV-GMM with σ2=1.5. 
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