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Abstract—Achievable rate regions for cooperative relay broad- transmit cooperative information to the other receiver.
cast channels with rate-limited feedback are proposed. Sp#i- In the first work, we first study thepartially coopera-
cally, we consider two-receiver memoryless broadcast chaels 6 RBC with one-sided feedback (only one receiver sends
where each receiver sends feedback signals to the transmit feedback signals and relays cooperative information to the
through a noiseless and rate-limited feedback link, meanwite, ) ;
acts as a relay to transmit cooperative information to the oher ~ Other receiver). We proposed a new coding scheme (Scheme
receiver. It's shown that the proposed rate regions improveon 1) based on block-Markov coding, Marton’s codinig 1[12],
the known regions thqt consider either relaying cooperatia or partial decode-forward [13] and compress-forward stiateg
feedback communication, but not both. [13]. Specifically, in each block, the transmitter uses Mar-
ton’s coding to send the source messages fandard the
feedback message. The receiver who acts as relay performs

Relay broadcast channels (RBCs) describe communicatewmbined partial decode-forward and compress-forward, an
networks where the transmitter sends information to a set s¥nds the compression message as feedback information. The
receivers with the help of relaying communication. [ [1]other Receiver uses backward decoding to jointly decode its
[2], the dedicated-relay broadcast channel (BC) model wpsvate message and the compression message. It is shawn tha
studied, where a relay node was introduced to the originghen feedback rate is sufficiently large, our coding scheme
BC to assist the cooperation between two receivers. Anotlggrictly improves on Liang and Kramer’s regidn [4], which is
RBC model, called cooperative RBC model was studiedlin [3]ght for the semideterministic partially cooperative RB&nd
[4], where each receiver acts as a relay and sends cooeratithogonal partially cooperative RBCs.
information to the other receiver. It was shown that even In the second work, we study tHally cooperative RBCs
partially cooperation (only one receiver relays coopeeati with two-sided feedback (both receiver send feedback tgna
information) still improves on the capacity region of origl and relay cooperative information). Two block-Markov augli
BC. schemes (Scheme 2A and 2B) are proposed based on Scheme

In a different line of work, many studies have been done dn Specifically, in each block, the transmitter uses Magon’
memoryless BCs with feedback, where the receivers send feedding to send the source messages and forward the feedback
back signals to the transmitter through feedback links5]nif messages sent by both receivers. In Scheme 2A, both regeiver
shows that feedback cannot increase the capacity regiailforapply compress-forward and backward decoding. Scheme 2B
physically degraded BCs. The first simple example BC whei® similar to Scheme 1A except that one of the two receiver
feedback increases capacity was presented by Dueck [§es hybrid relaying strategy and sliding-window decoding
Based on Dueck’s idea, Shayevitz and Wig@ér [7] proposed @&he resulting rate regions strictly improve on Wu and Wigger
achievable region for BCs with generalized feedback. Othesgion [10, Theorem 1], which shows that feedback strictly
achievable regions for BCs with perfect or noisy feedbackcreases capacity region for a large class of BCs.
have been proposed by Krameér [8] and Venkataramanan andNote that in our coding schemes the transmitter can recon-
Pradhan[[9]. Most recently, Wu and Wigger [10],[11] showestruct the receivers’ inputs due to a delicate design, which
that any positive feedback rate can increase the capagityre allows to superimpose the Marton’'s codes on the receivers
for a large class of BCs, called strictly essentially les&yo inputs, and thus attains cooperation between the tramsmitt
BCs, unless it is physically degraded. and the receivers.

Cooperative RBCs with prefect feedback was investigatedThis paper is organized as follows. Sectioh Il describes
in [3], where the capacity region was established for the casooperative RBC with feedback and our main results are pre-
of perfect feedback from the receiver to the relay. In thisgga sented in Sectiof Jll. Sectidn]V compares various achiksvab
we consider the cooperative RBCs with rate-limited fee@lbacate regions and shows that our regions strictly improve the
from the receivers to the transmitter, i.e., each receigads known rate regions that consider either relay cooperation o
feedback signals to the transmitter through a noiseless drddback communication, but not both. Sectién$ VI add V
rate-limited feedback link, and meanwhile, acts as a ratay ¢ontain the proofs of our results in Sectfan IIl. Finallyc8en
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| for k € {1, 2}, is called achievable if for every blocklength
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1. M AIN RESULTS
Fig. 1. Cooperative relay broadcast channel with feedback In this section, we present our main results as the following

theorems. The proofs are given in Sectigh V and Se¢fidn VI.
Theorem 1. For the partially cooperative BRC with
[VITlconcludes this paper. receiver-transmitter feedback, the capacity region ihetthe
Notations: We use capital letters to denote random vaisabket R, of all nonnegative rate tuplesy, Ry, R2) that satisfy
and small letters for their realizations, eX.andx. For j €
Z*, we use the short hand notatioXs andz? for the tuples

X7 = (Xy,...,X;)andz? := (21,...,x;). Given a positive Ro + By < I(Uo, Uy V1| X1) (2a)
integern, let 1;,,; denote the all-one tuple of length e.g., Ro + R < I(Uo, Uz, X1;Y2)

13 = (1,1,1). The abbreviation i.i.d. stands fandependent —I(Y1; Y1|Ug, Us, X1, Y5) (2b)
and identically distributed. Ro+ Ry + Ry < I({Uy; Y1 |Uy, X1) + I(Uy, Us, X1 Y)

Given a distributionP, over some alphabetl, a positive -

real numbee > 0, and a positive integer, let 7. (P4 ) denote —1(Y3; Y1|Up, Uz, X1, Y2)
the typical set in[[14]. —1(Uy; Us|Uo, X1) (2c)
Il. SYSTEM MODEL Ro + Ry + Ry < I(Uy, Uy; Y1 Xy) + I(Uz; Y1, Yz |Uo, X1)

Consider 3-node cooperative RBC with feedback, as shown —1(Uy; U2|Up, X1) (2d)
in Fig.[D. This setup is characterized by seven finite alptsabe2Ro + 1 + Rz < I(Uo, U1; Y1|X1) + I(Uo, Uz, X1;Ya2)
X, X, Vi, Fi, for k € {1,2}, a channel lawPy,y,|x x, x, —I(Y1; Y1|Ug, Us, X1, Y5)
a_nd nonryegguve feedback ratﬁb,.l,be,g. Spgmﬁcally, at —I(Uy; Us|Up, X1) (2€)
discrete-timei € [1 : n], the transmitter sends input € X'
Receiverk observes outpuy,; € V. and relays cooper- for some pmf Pu,u,v,x, Py, 1, x,y, @nd function X' =
ative informationz;; € Aj to the other receiver. When f(Uo,Ut,Uz) such that

both receiver relay informz?\tion, it is c.alle‘dlly.coope.rative I(Yl;Y1|U0,X1) < Rip.1. (2f)
RBC. When only one receiver relays information, it is called _

partially cooperative RBC. After observing, ;, Receiverk Proof: See Sectioh V. =
also sends a feedback signfl; € F.: to the transmitter, ~Remark 1. The rate constrainf(Pf) can be relaxed as
where F, ; denotes the finite alphabet ¢f. ;. The feedback I(Yl;Y1|U0,X1,Y2) < Rp1 A3)

link between the transmitter and Receiveis noiseless and ) o ] )
rate-limited to Ry, bits per channel use. In other words, iy Using a trick in[[11, Section V], where the receivers use

the transmission takes place over a total blocklengtthen the feedback links to send Wyner-Ziv compression messages
about their previously observed outputs to the transmitter

[Fiea| x oo x | Frpl <20 ke {1,2}. (1)  Remark2 If ¥, = 0, i.e., no feedback signal is sent by

In the communication, the transmitter wishes to send mms%eceiver 1, then rate regioR, reduces tOR jang, Which is
M,y € [1 : 2Fo] to both receivers, and messadé, € |1 : the set of all nonnegative rate tupleBy, R1, R2) satisfying

2nft) tORRecezizverk'R Ro+ Ry < I(Uy,Up; V1| X1) (4a)
niip nity niio H H
A (2nio gnin gniiz n) code for this channel consists of Ro+ R < I(Up, Us, X1: Ya) (4b)

« message setdf, := [1: 2"%o] and M, := [1 : 2"f]; _ .
« a source encoder that maQ¥/,, My, M) to a sequence Ro + B1+ Rp < I(U1; Y1|Uo, X1) + I(Up, Uz, X1: Y2)

X; (Mo, My, Mo, F{=4 i), ‘ —1(U1; Ua|Uo, X1) (4c)
« two receiver enqggjers where Recei\loemapsY,j‘1 to a Ry + R1 + Ro < I(Uy, Uy; Y1 X1) + I(Uz; Ya|Uy, X1)
sequenceX. (Y, ); - o ~I(Uy; Ua|Uo, X1) (4d)
« two decoders where Receivér estimates(M;"’, My) 9Ro + Ry + Ro < I(Uo, Uy; Yi|X1) + I (Uo, Us, X1; Ya)
based ony}*,
—I(Ul;U2|U0,X1) (46)

for each timei € [1: n] andk € {1,2}. SupposeVly, M, and
M, are uniformly distributed and independent with each othdor some pmfPy,u,v,x, and functionX = f(Uy, Uy, Us).
A rate tuple(Ry, Ry, R2) with average feedback raté%, ,, This rate region was proposed by Liang and Kramiér [4,



Theorem 2], and was shown to be the capacity region foelaying strategy that combines partially decode-forweand

semideterministic partially cooperative RBCs and orth@jo compress-forward, we obtain a new achievable region below.

partially cooperative RBCs. Theorem 3: For thefully cooperative BRC with two-sided
Theorem 2: For thefully cooperative BRC with two-sided and rate-limited feedback, the capacity region includesstt

and rate-limited feedback, the capacity region includesstt Rgl) of all nonnegative rate tuplgRo, R1, R2) that satisfy

R» of all nonnegative rate tupleRy, R1, R2) that satisfy

N Ry < I(Up: V1| X1, X2) + A (7a)
RO + Rl S I(U07U1;}/21Y1|X17X2) + Al (5a) RO + Rl S I(UQ;Y1|X1,X2) + A +Il (7b)
Ry + Ry < I(U07U2§Y1,Y2|X17X2) + AQ (5b) Ro+ Ry < I(UO;Y1|X1,X2) 4 A—l—[g (7C)
RO+R1+R2 SI(U07U1;Y27Y1|X17X2)+A1 RO"’RQ SI(UO’U27X1;}/2|X2) (7d)
(U252, 11 U0, X, X2) IV ilUs Un, X1, Xo, Ya) (Te)
_I(UI;UQJUO’Xl’X2) (5¢) Ro + Ry + Ry < I(Up; Y1|X1, Xo) + I(Uo, Uz, X1; Y2 | Xo)
ot Mt < (0o, Do, Yol Xa) + A FA— I(Vi: iUy, U, X, X5, Vo)
+I(U1;}/17}/2|U07X11X2) —I(Ul;U2|U0,X1,X2) (7f)
~I(O; Ul U, X1, Xo) G Ryt Ry + Ro < I(Us: V1] X1, Xa) + A
2R + Fa+ Ry < 1(Uo, Uy; Y2, V1| X1, Xo) + A +1 + I, — I(Ur; Us|Up, X1, X2) (79)
+1(Up, Uz; Y1,Yo| X1, Xo) + Ao . b pop » b
) or some pMILx, x, Lu,U, Us | X1 X2 15 %
—I(Uy; Us|Up, X1, X 5e . 14 Xo L UoUh Uz | X1 Xo % V1| Up Xy X2 Y1 7 V2| X2 Y:
(U1 Ua|Uo, Xi, Xz) (5e) and functionX = f(Uy, Uy, Us) such that
for some pmf Px, Px, Pu,u,v,1x, x: Py, x,vi Py x,v, @D .
function X = f(Up, Uy, Us) such that I(ljl;Y1|Uo,X1,X2,Y2) < Rip1 (7h)
I(}/Q;Y2|U03X17X23Y1) S be,Q (7|)

I(Y1;Y1]X,) < Ry and I(Ya; Ya|Xa) < R (5)

where
where

Ay = min{0, I(Xo; Y1 |X1) —I(Ya; Ya| X1, X0, Y1)}
Ap = min{0, I(Xy; Ya| X2) —I(Y1; V1| X1, X2, Y2)}.

A = minf{0, I(X2; Y| X1) —I(Ya; Ya|Uo, X1, X2, Y1)}
I = I(Uy; Yo, Y1|Uo, X1, X2)
+min{07be,Q_I(}/Q;X/QlUO7X11X27}/1)}

Proof: See Sectiol VI=A. [ B o
Remark 3: If Rg = 0 and X; = X, = 0, i.e., both IQ_I(U?’Yl’YﬂUO’X{’Xz)
receivers send feedback signals without relaying cooperat +min{0, R, —1(Y1; Y1|Uo, X1, X2, Y2)}.
information, by relaxing rate constraiit{2f) as in Remark 1 p ¢ gee Sectiof VIB -

the rate regiorR; reduces toRwy, which is the set of all

. nen Remark 4: The regionR}” is also achievable by exchang-
nonnegative rate tupleRy, R1, R2) satisfying € regionR; * Is aiso achievable by exchang

ing indicesl and2 in the above definition ng1>. The convex

Ry < I(Uo,Up;Y1,Yz) — I(Yo; Ya|V1) (6a) hull of the union ofR{" andR{” leads to a potentially larger
Ry < I(Uy, Uy; Yo, Y1) — I(Y1; Y1 |Y2) (6b) rate region.
Ri+Ry < I(Uo, Uy; Yl; Ya) = I(Ya; Y2[11) IV. COMPARISONS AMONGR1, Ra2, Riiang AND Rwuy
(U Yo, YllAUO) B IEUl; U2|Uo) (6c) We compare our region®;, R, with the known rate
Ri+Ry < I(Up,Us; Y2, Y1) — I(Y1;Y1[Y2) regionsRiang andRwy. Note thatRiang is for RBCs without
+1(Uy; Y1, Ya|Uo) — 1(Uy; Us|Up) (6d) feedback an®wy is for BCs with feedback, whil&,; andR»
Ri+Ry < I(Uy, Up; Y1, Va) — I(Ya; Ya| Y1) — I(Uy; Us|Up) include both feedback communication and relay cooperation
+I(Uo, Us; Y, Y1) — I(Y1;Y1|Y2) (68) A Riiang Versus Ry
for some pmf Py,u,v, Py, |y, Py,y, and function X = In Remark[2, it showed that our rate regi®y includes
f(Uo, Uy, Us) such that Liang and Kramer’s regiofR iang. In this subsection, we will

- - prove that when the feedback rate is sufficiently large, this
I(Y1;Y1]Y2) < Repn and I(Y2; Y2[Y1) < Repa. (6f) inclusion is strict for some channels, i.e.

This rate region coincides with Wu and Wigger'’s regiorn’in,[10 Riiang C R 8)

Corrollary 1], which shows feedback can strictly increase t

entire capacity region for a large class of BCs, called tjyric  SupposeR, = 0 for simplicity. To prove [(8), in view of

essentially less noisy BCs, unless it is physically deglade Remarkl2, it's sufficient to show there exists some rate pair
In the scheme for Theoreril 2, both receivers apply?;, R3) in Rq lying strictly outside ofRiiang. Consider the

compress-forward. If one of the two receivers uses a hybidrner point(0, R; i4,,) ON the boundary ofRiiang in (),



where the transmitter spends all power to send message

l Y X,
to Receiver 2, i.e.l/; = () andU,; = X. Thus, we have i 1\ Rx 1 Zs
! go1
x Z g12
RS liang < (X, X1;Y2) (9a) @ ! f‘l’DYé -
* "
R2,LiangS I(UO§YI|X1)+I(X1;Y2|X1,U0) (9b) X go2

for some pmfPx x,u, which is the partial decode-forward
lower bound of relay chann€l[13].

Fig. 2. Gaussian RBC with relay-transmitter feedback

Now considerR, in @). Let Ry = Ry = 0 andU; = 0 TABLE |

andU, = X, then the marginal rat®, is achievable if MARGNIAL RATE R% ACHIEVED BY VARIOUS CODING SCHEMES
R;ySChemelg I(X, Xl; }/2) - I(Yl, }/1|U0, X, Xl, }/2) (103) d R;,Liang R;,Schemel R;,Wu R;,CF
R;,Schemelg I(Uo; Yl|X1) + I(X; f/l’ YQ|U0, Xl) (10b) 0.73 1.6881 1.7069 1.2925 1.6908

0.74 1.6703 17111 1.2925 1.6971
0.75 1.6529 1.7153 1.2925 1.7033

for some pmfPy, x, x Py, 1, x, v, Satisfying 076 1.6358  1.7195  1.2925 1.7094

I(Y1;Y1|Uo, X1) < Rpp 1. (10c)

If feedback rate is sufficiently large such that rate cornrstra

(]ZIIE)_ is inactive, then[{10) turns to be Gabbai and Bros%eregm’ go2 and g12 are channel gains, and, ~ (0, 1)
rate in [15, Theorem 3]. In their work, they evaluated thgq 7. - A7(0,1) are independent Gaussian noise variables.
rates [[®) and (10) for the Gaussian aZ?deIay ch_annels, and The input power constraints ai#X?| < P andE|X2| < P,.
showed thatR?} scpeme1 > I3 Liang- IN View of this fact and Table] COMPAres iang: R5.schemer Mawwr aNd R cr,

from Remar@z, we have o see [0)(IR), for this channel withyy = 1/d,go2 = 1,
Corollary 1: Riiang C R1 holds whenRy, ; satisfies[(10c). g2 = 1/[1 —d|, and P = 5,P, — 1. It can be seen that
B. Ruwy VErsus R R5 schemer™> 5 cr > R3 Liang > 15wy, Which means that our

rate regionsR; and Ry can strictly improve orfRijang and
Remarl{B states th@wy, C R2. Here we prove thaRy, C Rwu, respectively.

Rs. To prove the strict inclusion, we follow similar procedsire
in Section[IV-A and show that there exists some rate pajj coping SCHEME FOR PARTIALLY COOPERATIVEBRCS
(R%, R3) inside Ry lying strictly outside ofR.

Consider the corner poin®), i3 \y,) on the boundary of
Rwu- From [8), it's easy to check that In this section we present a block-Markov coding scheme
for partially cooperative BRCs with relay-transmitter anatke-
limited feedback. Assume only Receiver 1 relays coopegativ
for some Py, which is the capacity of the link from theinformationX1 w!t_hout loss of generality. In the transmission,
transmitter to Receiver 2. a sequence oB i.i.d message tUple@no,b7m17b,m27z?), b e

Now considerR, in (). Let Ry = Ry = 0 andUy = U; = [1 : B], are sent overB + 1 blocks, each consisting of

Y, = 0, then the marginal rat&, is achievable if transmlssmns. . .
Split messagen, ;, into common and private partsi ;, =

R} op <I(X;Y1,Y2|X1) (12a) Emc,k,ban;p,k],b)v where mg ., € [1 : 2"Ber], my ., €
X . T 1 : 2"k] and R, = R.r + Rp . Definem., :=
R cp <I(X, X1;Y2)—1(Y1; V1] X, X1,Y2)  (12b) (0.5 Mot s Menp) AN Ry i Ro+ Ror + Res.
for some pmfPx Px, Py, | ,y,, Which is the compress-forward In each blockb € [1 : B + 1], after obtaining feed-
lower bound of the relay channél [13]. It's well known thaback messageus 1,1, the transmitter uses Marton’s coding
introducing a compress-forward relay to the point-to-poito send (M., M¢p—1, Mib,1,6—1) IN the cloud centreug ,,
channel, such as Gaussian channel, can strictly increase ahd m,, 1, mp 2 in two different satellitesu?,,u? ,, re-
capacity [(IIL). Thus, we have spectively. Receiver 1 first jointly decode(ssn'cyb,mp_rlyb),
Corollary 2: Rwu C Ro. and then compress its channel outpuf8,. Finally, it
sends the compression messag@, i, as feedback infor-
mation andl’ib_‘_l(mc,b,mbe,b) as channel inputs in next
Consider the Gaussian relay broadcast channel with perfeeck. Receiver 2 uses backward decoding to jointly decode
feedback from Receiver 1 to the transmitter, see Eig. 2. Th@c5—1,mp,2,6.M,1,5—1). Note that the transmitter knows

WITH RATE-LIMITED FEEDBACK

Rj s < 1(X;Y2) (11)

C. Example

channel outputs are: (Mep—1,mi.1,5—1), from which it can reconstruct Receiver
L's inputzf,, thus we superimpos@ab,uﬁb,ygb) onzy,
Y1 =gouX + 2, that attains cooperation between the transmitter and Recei

Yo = go2 X + g12X1 + 72 1. Coding is explained with the help of Taljlé II.



TABLE Il
SCHEME 1 FOR PARTIALLY COOPERATIVEBRCS WITH RATE-LIMITED FEEDBACK

Block 1 2 b

X1 xy1(1,1) ] o(Me,1, Mib,1,1) - @ (Me,b—1, MU, 1,6—1)

Uo ug 1 (Me,11,1) ufl 5(Me,2|Me,1, M, 1,1) u , (Me,p[Me b1, Mib,1,6-1)

U upy (mp k1, ve,1Me,1, 1,1) g o (mp k.2, Vk,2lMe,2, Me, 1, mib,1,1) e g, (Mg ks Vi bl Me,by Me,b— 15 M, 1,6—1)
i 97,1 (Mo, k,11Me,1, 1, 1) 97,2 (mib,1,2Me,2, Me, 1, Mib,1,1) . 975 (M, 1,61Me,b, Me b1, Mib,1,6-1)

~ (1 s “ ~ (1 ~ ~ < (1 ~ “
Y1 (mg,f,mp,l,l,vl,l) (mg,gymp,l,z,vm) - (m£,£7mp,1,b,v1,b) -
. X ) . A @ T
Yo (1p,2,1,02,1) — (mi,f7mp,2,27v2,27mfb,1,1) e — (mc’l)klvmp,Q,byU2,b7mfb,1,b71)

1) Code construction: Fix pmf Py, v, v, x, PY1|U0X1Y1 and and sends;?ybﬂ(mcﬁb, mip,1,5) &s channel inputs in blodk+
a functionX = f(Uy, Uy, Uz). For each block € [1: B+1], 1.
randomly and independently  generate2"(Fe+tF) By the independence of the codebooks, the Markov lemma
sequences :cib(mc,b_l,mfb,uﬂ) ~ T, Px, (@1,6,4), [14], packing lemmal[14] and the induction on backward
Meps € [1 : 27R<] and mp1yq € [1 : onf)  For decoding, these steps are successful with high probalfility

each (M1, mmw1-1), randomly and independently Ry +R, < I(Uy; Y1|Us, X1) (15a)
generate 2" sequenceSug_’b(mC_,b|mc7H,mfb_rlyb,l) ~ ’

Ry +R,+R. < I(Uy,Up; V1| X 15b

T, Py x, (wop,i|21,0,:)- FOr €achime p, Mep—1, Mo 1,6-1), Pl e (AO 1531 %) (155)
randomly and independently  generate2™(ftr.xt 1) It > 115 YU, 1) (15¢)
seguences UZ,b(mp,k,baUkﬂmc,bamc,b—lamfb,lvb—lR) ~ 4) Receiver 2's decoding: Receiver 2 performs backward
[Lizs Pojvox, (whpiluo,i ©10.6), mp g € [1: 27724 @and - decoding. In each block € [I : B + 1], It looks for
vy € [1 27, For each (mc,b,mc,bfl,mfb,l,bfl)u (mfg_l,mpyzb,f;zb,mfbyl’lkl) such that
randomly and independently generate 2" ’ 2) 9
sequences 7, (miv,1,6|Me.ps Me oty Mt 1,5-1) ~ (I?,b(m;b_l,mfb,l,bfl)aﬁ?,b(mfb,l,b|mc,b7mg,g—lvmfb,l,lkl)v
=1 Py, oy x, (bl 0,66, 21.0,0)- " (ip2p, 0 n?) y

- X1 \YL,b, b, 0, Uy (M , U2,5|Mep, M, 1, Mib,1, » Y265

2) Encoding: In each block € [1 : B+1], assume that the ol 2?2|) e v
transmitter already knows, 1,51 through feedback link. It ugp(Me,p, mc,b—17mfbvlvlkl)) € 7 (Px,vovavan )

first looks for a pair of indiceguvs 4, v2,5) such that By the independence of the codebooks, the Markov lemma,

(U’f,b(mp,m, V15 |Mepy Mep—1, M, 1.5-1), packing lemma and the induction on backward decoding, these

steps are successful with high probability if
ug ,(Me b Me b1, Mo 1,6-1), 21 4 (Me b1, M 1,6—1), P gnp y

ul y (Mip,2,5, V2,6|Me.b, Me b1 M, 1,6-1)) € T (Puou, va X, )- Ry + Ry < I(Us; Y2, Y1|Uo, X1)  (16a)

Then in blockb it sendszy with = ; = f (w0, Ut,b,i, U2,b,4)- Rpa+ Ry + Re+ By < I(Up, Uz, X315 Y2)

By covering lemmal[14], this is successful with high prob- +1(Y1;Us, Ys|Ug, X1) (16b)
ability for sufficiently largen if Combine [(1B=16) and use Fourier-Motzkin elimination to
R\ + Ry > I(Uy; Us|Uy, X1) (13) eliminate R}, R}, R1, Ry, then we obtain Theorefd 1.

3) Receiver 1's decoding: In each blockb € [1: B+ 1], VI. ACHIEVABLE RATES FOR FULLY COOPERATIVERBC
Receiver 1 looks fo(mg};m,,,l,ml,b) such that WITH RATE-LIMITED FEEDBACK

In this section we present two block-Markov coding

(2 (Mep1, Mt 1,0-1), Y1 - - -
’ ’ schemes for fully cooperative BRC with relay/receiver-

7 3 Hd A ..
ui (1p, 1,5 Ul,b|m<(;,ga Me,b-1, Mb,1,6-1), transmitter and rate-limited feedback.
- (1) _
ug (Mg s Mepts Mo, 1,6-1)) € T (P uptny:)- A. Scheme 2A: Compress-forward relaying and backward
It then compressegy', by finding ms, 1, satisfying decoding
N n N In this subsection we propose a block-Markov cod-
(2 (M b 140,151 05 (M M bt 100,1,5-1), 4, ing scheme where a sequence Bf i.i.d message tuples

915 (Mo, 1,6Me,by Me b1, Mo, 1,6-1)) € TPy, x vy, )+ (mos, map, mayy) are sent oveB + 1 blocks, each consisting
Finally, it sendsmp, 1, as feedback message to the trand) 7, ransmissions. Split the messagg,, in the same way
mitter at rate v as Sectiof V and defin@, , := (miv,1.6, Mib,2,6)-

In each blockb € [1 : B + 1], after obtaining feedback

R < Rip.1, (14) messageB, 1, the transmitter uses Marton’s coding to send



TABLE Il
SCHEME 2A FOR FULLY COOPERATIVEBRCS WITH RATE-LIMITED FEEDBACK

Block 1 2 b
X, zp (1) x5 (Mib k1) z} (M ,b-1)
UO uo 1(ma 1|1 1) U6L,2(mc,2‘mfb,1) cee ug’b(mc,b‘mfb,lrl)
Uy up (M, 15 V1 Me, 1, 1, 1) g 5 (mp k2, vk, 2|Me,2, Miba) o ug 3 (M kb, Vb [Me,b, Mib,b-1)
Yi U 1 (Mo k,11) Ui oMb,k 2IMitb k,1) e Uiy (Mo, kb ™0,k b-1)
v ) A ) AA ) AA
1 (Mg 1:Mp,1,1,01,1) (Mg 2, Mp,1,2,01,2,M0,2,1) -0 4= (M 516, D16, Mib,2,6-1)
(3 . N (3 . o RO T
Y, (mi,f,mp,z,l,vz,l) — (mg,%,mp,zz,U2,2,mfb,1,1) e = (m;;vmp,2,b7U2,b7mfb,1,lr1)

M.y, Mip p—1) in the cloud centre.),, andm, 1,5, m, 25 I Receiver 1 looks fo m“),m 1.6, 1.6, Mip.2.p-1) Such that
) ) 0,b P, P2, c,b P, 5 345
two different satellitesu’,, u% ,, respectively. Receivek €
| 21d decod (224 (t,1,0-1), 78,5 (1t0.2.5-1), 55,5 (7802, 7, 2.-1)
{1, 2} first uses backward decoding to decdde. ;, m, 1 ») 1,6\, 1,6—1)5 T2 p\MMb,2,6—-1)5 Y2 p(11b,2,b| b, 2,b-1);
and reconstructs the other receiver's compression messageu? j(7p,1,6, 01,6|Me. b, Mo, 1,6-1, 10,2,6-1), Y1 s
Then, it compresses its channel outpyts,. Finally, it sends gy (Me,p[m0,1,6-1, 0,2,01)) € T (P, x, 000,195 )-
mw.xp as feedback message am@lbﬂ(mfb k) @s channel
n .
inputs in next bock. Heréug ,, u? ,,u3,) are superimposed It then compresses;’, by finding a unique indexnp,1 5
on (z7,,x3,) that attains cooperation between the transmitt§Hch that
ﬂ?]r:]ld the receivers. Coding is explained with the help of Tabt%m mfb,l,b—l),Qﬁb(mfb,l,bImfb,l,b—l),yﬁb) c zn(valeyl)~
1) Code construction: Fix pmf Finally, in blockb + 1 it sendsz? ,_ ,(mm,1,) as channel
input and forwardsns 1, through the feedback link at rate:

Px, Px, Puyu,vs1x,%: Py, x, v P X0 v Ry < Rm,. (18)

and a functionX = f(Uy, U1, Uz). For each block € [1: B+ Receiver 2 performs in a similar way with exchanging indices
1] andk € {1, 2}, randomly and independently generaté®> of 1 and 2 in above steps.

sequences; p(mio e p—1) ~ [Ty Pxy(@kp), Mibkp—1 € By the independence of the codebooks, the Markov lemma,
- Qan]_ For eachmp x,_1, randomly and indepen- packing lemma and the induction on backward decoding, these

dently generateQ"Rk SeqUENCes;’, (Mo koM ks-1) ~ steps are successful with high probability if

]_[Z 1 Yk\xk(ykyb-,i@k-,byi)- For eachmyg, ;,—1, randomly and Ry > (171 Y1|X1) (19a)

E(jlepleDndently (gener|af;éch seqL)Jer;r(]:eﬁgé)(?Icyb|r;7§3%b],1)':; Ry > (AQ 2 X2) (19b)
i=1 L Up| X1 X2 \U0,b,i|L1,b,i, T2,b,i), Mep : ‘- /

each (m.;, Mp 1), randomly and independently gener- Rpa+Ry < 1(U3; Y1, V2 |Uo, X1, X2) (19¢)

ate 2"(Fo.x 1) sequencesiyt , (mp, kb, Vrk,b|Me,b, Mibp—1) ~ Ry2+Ry < I(Us; Ya,Y1|Up, X1, X2)  (19d)

Il PUk\onlxz(uk,b,z|uo,.,b,u$1,b,z,I2.,b,z')' mpes € [1 - Ry1+Ri+Re < I(Up,U1; Y2, Y1|X1,X2)  (19)

2fer] anduyy € [1: 277, Rpa+Ry+Re < I(Uy, Up; V1,Ya| X1, X5)  (19f)
2) Encoding: In each blockb € [1 : B + 1], assume that Ry + R+ Rot Ry < 1(Uy, U, Xo: Y1 X1)

the transmitter already knowsy, ;,—; through feedback links.

It first looks for a pair of indiceguvy 5, v2,,) such that +I(Y2; Uo, Uz, Y1, X1|X2)  (199)

Rpo+Ry+Re+ Ry < I(Uy, Uz, X1; Yo | Xo)

(g (Mep| Mt 1), 7 4 (Mib,1,6-1), +1(Y1; Uy, Uy, Y, Xo| X1). (19h)
n n
ul’bimp’l’b’vl’b|mc’b’mfb’H)’%vb(mib’Q’H)’ Combine KIV@Q) and use Fourier-Motzkin elimination to
s (Mp,2,6, V2,6|Me b, Mo p1)) €T (Puot, v X, X)) eliminate R, R}, Ry, Ry, then we obtain Theoref 2.

Then in blockb it sendsey with @4 ; = f (0,5, U1,p,i, U2,b,1)- B. Scheme 2B: Hybrid relaying strategy and sliding-window
By covering lemma, this is successful with high probabilitfiecoding

for sufficiently largen if In Scheme 2A both receivers apply compress-forward. In
this subsection, we propose a coding scheme where one of the
RY + Ry > I(Uy; Us|Uy, X1, X2). (17) two receivers, called Receiver 1 without loss of generadipy

plies a hybrid relaying strategy that combines partiallgabe-
3) Decoding: Both receivers perform backward decodindorward and compress-forward. More specifically, Receiver
and compress-forward strategy. In each bléck[1 : B+ 1], first decodes the cloud center contain{ng. ,, mi, 2 -1 ), then



TABLE IV
SCHEME 2B FOR FULLY COOPERATIVEBRCS WITH RATE-LIMITED FEEDBACK

Block 1 2 b
X1 z7 (13, 1) 2} o(Me,1, Mip,1,1) e ot (Mep—1, Mib,1,6-1)
X x5 (1) x5 (mip,2,1) e zl 4, (M, 2,6-1)
Uo u 1 (Me,1|13), L)) ufl 5(Me,2|Me,1, Mip, 1) . ugy , (Mep|Me b1, Mib,b-1)
Uk ug 3 (M1, Vk,1|Me,1, 13), L2)) u o (Mk,2, Vg, 2|Me,2, Me,1, Mip, 1) . u (M, Vi, Me b, Me,b-1, Mib,b-1)
Yi 97 1(mib,1,1,71,11Me,1, L3, L) 97 2 (mib,1,25 51,2|Me,2, Mey1, Mip1) - I (M, 1,65 51,61Me, b Me,b-1, Mib,b-1)
Ys U5 o (Mib,2,2, 52,2mib,2,1) 95 1 (mb,2,1,72,1|1) iy (M, 2,65 32,6 Mib,2,6-1)
~ (1 ~ (1 N . A N ~ (1 A . A ~
Yi mﬁf — (mi,;mfb,m), (J2,1,Mp1,1,011) = ... (mi,gvmfb,z,m), (42,61, Mp, 1,61, 01,6-1) =
A A “ ~ (2 A A N ot S N A N ot
Y2 (12p,2,1, 2,1, 71,b) e (M) np 22,022,001, 1,2) - (M) 1,2, B2, 10,1615 J1.0)

reconstructs Receiver 2's compression outpits and de- By covering lemma, this is successful with high probability
codesm,, 1,,-1 based on the enhanced outp@$, ,,y7, ;). for sufficiently largen if
Finally it compresseg} b and sends the compression message , ,
. R Ry > 1(Uy; Us|Uy, X1, Xo). 20

mip 1, as feedback andy o1 (Mep, M 1 5) @S channel inputs o t (_ 13 Ua|Uo, X3, Xa) (20)
in block b + 1. Note that Receiver 1 needs to decadg;, 3) Receiver 1's Decoding: In each blockb € [1 : B +
before sendingz?,,,, thus it has to use sliding-window 1], Recelver 1 first decodes cloud centrg, by Iooklng for
decoding instead of backward decoding. The transmitter a(lﬁ b,mfb 2,0-1) Such that
the other receiver perform similarly as Scheme 1A. Coding is oo . o
explained with the help of Table]V. (uo,b(mc,b|mC,b—17mfb,1,b—1, T 2,6-1), 25 5 (Mt,2,6-1),

1) Code construction: Fix pmf 2y (Mepo1,miv101),470) € T (Pupx, xovi)-
P P, Puy v, X0 P, 10 X, 0, Do oy, @D @ TUNCHON 4 e gecodes (g7, ,,uf, ;) by looking for
X = f(Uo,U1,Us). For each blockb € [1 : B+ 1], G i D151) such that
randomly and independently  generate2n(RetRi)  WJZUL L UL
sequenceszy ,(Mep—1, M 10-1) ~ [l1—q Px, (215,0), (g g (Me,po1|Me b2, Mipp2), 7 41 (Me b2, Mip,1,5—2),

for me,—y € [1: 27 andmp1p—1 € [1:2°7]. Randomly g5, 1 (M 2.6-1, J2.6-1[m,16-1),
and independently genera:téH2 sequencesy, , (mi,2,5—1) ~ g (M1 =1, D101 |Mep, Mep—1, Mip p—1),
. . R
[T2, Px,(x2p:), for mmop1 € [ : 277 For Ty 4 (mfb,zb_g),yg)b_l) € T (Pyyv, x, X, 7o 12 )

each (m.pa1,Mmp—1), randomly and independently

i n
generate 2"R- sequences u , (Me.s|Mep 1, Mipp1)  ~ Then, it compressegy, by looking for a unique pair

(M1, 41,6) SUCh that

[T Puyix: xs (W0,b,i|T1,0,6 T2,,i),  Mep € 1 :

2ch]_ For each (mcyb, Mey—1, mfb,lkl), /randomly (ugﬁb(mcﬁb|mc7H, mfbﬁlkl), x?yb(mcﬁlkl, mfbylﬁbfl),

and independently generate 2"(Fpxthy) se- 9 (M1 1.5/ Mes Moo 1, Mipp1 ).

quences  uy , (M. kb, Vk,b|Me,b, Me,b—1, Mip,p—1) ~ T nyeTn

[T Puiivox, o (Wbiltob,is ©1,6,6 T2,6,6), M kb € 5o (mi 2-1):910) € T (P, x, 011

(1 : 27x] and vgy € [1 2nR§c]_ For eachmp 251, Finally, in block b + 1 it Sendsx?b+1(mcb,mfb1b) as

randomly and independently generaa_[@(Rz+R2 sequences channel input and forwardsi 1,5 through the feedback link

950 (Mo 2.6, J2plmm26-1)  ~  TIisy Py, x, (G2.nilw2.0), at rate:
jep € [ = 2n] For each (m.p,Mep 1, My 1), Ry < R 1. (21)
randomly aAnd 'ndependent'y ge“erateQn(RlJrRl) By the independence of the codebooks, the Markov lemma,
sequences g7, (Mib,1,6, j1,6[Me,b, Meb1, Mip,p-1) _ ™~ packing lemma and the induction on backward decoding, these
IT21 Poy g x, 5, 1,0, 100,05 10,6, T2,,0), 10 € [1:271]. steps are successful with high probability if
2) Encoding: In each blockb € [1 : B + 1], assume that
. ' . R. < I(Uy; V1| X1, X 22a
the transmitter already knowsy, ;1 through feedback links. . (U3 Y1]X1, X3) (222)
It first looks for a pair of indiceguvy 3, v2 ) such that Re + }?2 (U Xo; V1] X0) (22b)
Ry < I(Ya;Up, X1, V1| Xo) (22¢)
(ug 5 (Mep|Me b1, M 51), 27 4 (Me b1, M0, 1,6-1), Rp1 + R, < I(Uy; Y1, Va|Up, X1, X)  (22d)
ui p(Mp,1,6, V1,6]Me by Me b1, M, b1), T3 1, (Mo 2,6-1), Ry1 + R, + Ry < I(U1; Y1, Va|Up, X1, Xo)
Ul (Mp,2,65 V2,6]Meb, Me,b-1, Miv 1)) €T (Puot, Us X1 Xa)- F1(Ya; Up, X1, 1| X2) (22€)

Then in blockb it sendse} with a4, = f(u0.6.i, U1 1> Uz, pi)- Ry + Ry > I(Y1; Y1|Up, X1, Xa). (22f)



4) Receiver 2's Decoding: Receiver 2 performs backward[4] V. Liang and G. Kramer, “Rate regions for relay broadcesannels,”

i . i IEEE Trans. Inf. Theory, vol.53, no.10, pp.35170-3535, Oct. 2007.
d?((:gdlng; n eaACh b[OCkE [1{ B+ 1]' Receiver 2 looks for [5] A. El Gamal, “The feedback capacity of degraded broatichannels,”
(M 515 Mp,2,6, 02,5, Mt 1,6-1, J1,6) SUCh that IEEE Trans. on Inf. Theory, vol. 24, no. 3, pp. 379-381, May 1978.

) [6] G. Dueck, “Partial feedback for two-way and broadcastretels,’Inform.
(ug.b(mc.b|m§ )L T, 1o, T 2,6-1)s T (Mt 2,0-1), and Control, vol. 46, pp. 1-15, July 1980. _
' ' " i i ’ i [7] O. Shayevitz and M. Wigger, “On the capacity of the disenmemoryless
1 5 (Mib.1,65 71,6/Me b rﬁ?g_l, Mo, 1,0—1)s Yo ps broadcast channel with feedbackEEE Trans. on Inf. Theory, vol. 59,
’ ' ' ’ ' ’ no. 3, pp. 1329-1345, Mar. 2013.
ugb(mp_z by D2.6|Me b, rﬁ?g_l, Mt 1,61, MAb.2,b-1 ) [8] G. Kramer, “Capacity results for the discrete memorylastwork,”|EEE
’ T ' ' ’ T T Trans. on Inf. Theory, vol. 49, no. 1, pp. 4-20, Jan. 2003.
J?’fb(rﬁgz_l7 mfb,l.lkl)) c tn(PX1X2U0U1Y2Y1 ) [9] R. Venkataramanan and S. S. Pradhan, “An achievableregten for the

broadcast channel with feedbackEEE Trans. on Inf. Theory, vol. 59,

Also, it compressesy, by looking for a unique pair no. 10, pp. 6175-6191, Oct. 2013.
(m . ) such that ’ [10] Y. Wu and M. Wigger, “Coding schemes for discrete menesy
,2,05 J2,b ) broadcast channels with rate-limited feedback,Phoc. |EEE Int. Symp.

n n Information Theory, pp. 2127-2131, June 29 2014-July 4 2014.
(w2,b(mfba17b—1)7y2,b7 [11] Y. Wu and M. Wigger, “Coding schemes with rate-limitedefiback
o (m iolm c TP ) that improve over the nofeedback capacity for a large clasgsaadcast
yQ’b( fb’Q’b’jQ’b| fbglkl)) € ( Y2X2Y2) channels,”|EEE Trans. on Inf. Theory, vol. 62, no. 4, pp. 2009-2033,

Finally, in blockb+1 it sendsz? , . {(m as channel input __ Apr. 2016. _ _
y + 27b+1( fb’Q’b) P [12] K. Marton, “A coding theorem for the discrete memongdsroadcast

and forwardsm 2, through the feedback link at rate: channel”|EEE Trans. on Inf. Theory, vol. 25, pp. 306-311, May 1979.
. [13] T. M. Cover and A. El Gamal, “Capacity theorems for thiayechannel,”
Ry < be,z- (23) IEEE Trans. Inf. Theory, vol. 25, no. 5, pp. 572-584, Sep. 1979.

. [14] A. El Gamal and Y.-H. Kim,Network information theory. Cambridge,
By the independence of the codebooks, the Markov lemma, U.K.: Cambridge Univ. Press, 2011.

packing lemma and the induction on backward decoding, thd&@ Y. Gabbai and S. 1. Bross, "Achievable rates for the itz memoryless
steps are successful with high probability if relay channel with partial feedback configurationsZEE Trans. Inf.

Theory, vol. 52, no. 11, pp. 4989-5007, Nov. 2006.
Ry < I(Y1; Y, Us|Uy, X1, Xo) (24a)
Ry 2+ RY < I(Us; Ya, Yi|Uy, X1, X2) (24b)
Ryo+Ry+ Ry < I(Uy; Yo, Y1 |Up, X1, X2)
+1(Y1;Ya|Up, X1, X2)  (24c0)
Re4Ri+ Ry 0+ Rhy + Ry < I(Y1; Ya, Us|Up, X1, X2)
+1(Up, Uz, X1; Y| X2) (24d)
Ry + Ry > I(Ya; Ya| Xs). (24e)

Combine [(2D=24) and use Fourier-Motzkin elimination to
eliminate R, R, Ry, Ra, Ry, R2, then we obtain Theorefd 3.

VIl. CONCLUSION

In this paper, we studied partially and fully cooperative
RBCs with relay/receiver-transmitter and rate-limitecede
back. New coding schemes have been proposed to improve
on the known rate regions that consider either feedback or
relay cooperation, but not both. Specifically, our first rate
region strictly improves on Liang and Kramer’s region foe th
partially cooperative RBCs without feedback, and our sdcon
rate region strictly improves Wu and Wigger's region for the
BCs with feedback but in the absence of relay cooperation.
These two results together demonstrates that using feledbac
and relay simultaneously is a powerful tool to improve the ra
performance of networks.
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