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Between the dawn of civilization through 2003, there were just a few 

dozen exabytes of information on the Web. Today, that much informa-

tion is created weekly. The advent of the Social Web, in fact, has provided people 

with new tools—such as forums, blogs, social networks, and content-sharing 

G u e s t  e d i t o r s ’  i n t r o d u c t i o n

Statistical Approaches 
to Concept-Level 

Sentiment Analysis

services—which allow them to create and 
share in a time- and cost-effi cient way their 
own content, ideas, and opinions with vir-
tually millions of people connected to the 
World Wide Web. This huge amount of 
useful information, however, is mainly un-
structured (because it’s specifi cally pro-
duced for human consumption) and, hence, 
it isn’t directly machine-processable. The 

 opportunity to capture the opinions of the 
general public about social events, politi-
cal movements, company strategies, mar-
keting campaigns, and product preferences 
has raised more and more interest both in 
the scientifi c community, for the exciting 
open challenges, and in the business world, 
for the remarkable fallouts in marketing  and 
 fi nancial market prediction.
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Existing Approaches
Existing approaches to sentiment 
analysis can be grouped into three 
main categories: keyword spotting, 
lexical affi nity, and statistical meth-
ods. Keyword spotting is the most na-
ive approach and probably also the 
most popular because of its accessibil-
ity and economy. Text is classifi ed into 
affect categories based on the presence 
of fairly unambiguous affect words 
like happy, sad, afraid, and bored. The 
weaknesses of this approach lie in two 
areas: poor recognition of affect when 
negation is involved and reliance on 
surface features.

As an example of the fi rst weak-
ness, while the approach can cor-
rectly classify the sentence “today 
was a happy day” as being happy, it’s 
likely to fail on a sentence like “today 
wasn’t a happy day at all.” Regard-
ing second weakness, the approach 
relies on the presence of obvious af-
fect words that are only surface fea-
tures of the prose. In practice, a lot of 
sentences convey affect through un-
derlying meaning rather than affect 
adjectives. For example, the text “My 
husband just fi led for divorce and 
he wants to take custody of my chil-
dren away from me” certainly evokes 
strong emotions, but uses no affect 
keywords, and therefore, cannot be 
classifi ed using a keyword-spotting 
approach.

Lexical affi nity is slightly more 
sophisticated than keyword spot-
ting as, rather than simply detecting 
obvious affect words, it assigns ar-
bitrary words a probabilistic affi n-
ity for a particular emotion. For ex-
ample, “accident” might be assigned 
a 75 percent probability of indicat-
ing a negative affect, as in “car ac-
cident” or “hurt by accident.” These 
probabilities are usually trained from 
linguistic corpora. Though often out-
performing pure keyword spotting, 
there are two main problems with 

the approach. First, lexical affi nity, 
operating solely on the word-level, 
can easily be tricked by sentences like 
“I avoided an accident” (negation) 
and “I met my girlfriend by accident” 
(other word senses). Second, lexical 
affi nity probabilities are often biased 
toward text of a particular genre, 
dictated by the source of the linguis-
tic corpora. This makes it diffi cult to 
develop a reusable, domain-indepen-
dent model.

Statistical methods, such as Bayes-
ian inference and support vector 
machines, have been popular for af-
fect classifi cation of texts. By feed-
ing a machine learning algorithm a 
large training corpus of affectively 
annotated texts, it’s possible for the 

 system to not only learn the affective 
valence of affect keywords (as in the 
keyword spotting approach), but also 
to take into account the valence of 
other arbitrary keywords (like lexi-
cal affi nity), punctuation, and word 
co-occurrence frequencies. However, 
traditional statistical methods are 
generally semantically weak, mean-
ing that, with the exception of obvi-
ous affect keywords, other lexical or 
co-occurrence elements in a statistical 
model have little predictive value in-
dividually. As a result, statistical text 
classifi ers only work with acceptable 
accuracy when given a suffi ciently 
large text input. So, while these meth-
ods may be able to  affectively  classify 

user’s text on the page- or para-
graph-level, they do not work well on 
smaller text units such as sentences 
or clauses.

Concept-Level Techniques
In light of these considerations, this 
special issue focuses on the intro-
duction, presentation, and discus-
sion of concept-level techniques to 
opinion mining and sentiment anal-
ysis that are based on statistical ap-
proaches. The main motivation for 
the special issue is to go beyond a 
mere word-level analysis of text and 
provide novel approaches to opinion 
mining and sentiment analysis that 
allow a more effi cient passage from 
(unstructured) textual information 
to (structured) machine-processable 
data, in potentially any domain. For 
this special issue, we received 30 ar-
ticles, of which fi ve were carefully 
selected.

The fi rst article, “Feature Ensemble 
Plus Sample Selection: Domain Adap-
tation for Sentiment Classifi cation” 
by Riu Xia and his colleagues⎯which 
was handled independently during 
the review process⎯opens the special 
issue with a discussion on the domain 
adaptation problem, which arises of-
ten in the fi eld of sentiment classi-
fi cation. In the problem of domain 
adaptation, there are two distinct 
needs: labeling and instance adapta-
tion. However, most current research 
focuses on labeling adaptation, while 
it neglects instance adaptation. In this 
article, a comprehensive approach, 
named feature ensemble plus sam-
ple selection (SS-FE), is proposed. 
SS-FE takes both types of adapta-
tion into account: a feature ensemble 
(FE) model is fi rst adopted to learn 
a new labeling function in a feature 
reweighting manner, and a principal 
component analysis sample  selection 
(PCA-SS) method is then used as an 
aid to FE.

in practice, a lot of 

sentences convey affect 

through underlying 

meaning rather than 

affect adjectives. 
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In “Retrieving Product Features 
and Opinions from Customer Re-
views,” Lisette García-Moya and her 
colleagues introduce a new meth-
odology for the retrieval of product 
features and opinions from a collec-
tion of free-text customer reviews 
about a product or service. Such a 
methodology relies on a language-
modeling framework that can be ap-
plied to reviews in any domain and 
language provided with a seed set 
of opinion words. The methodology 
combines both a kernel-based model 
of opinion words (learned from the 
seed set of opinion words) and a 
statistical mapping between words 
to approximate a model of product 
features from which the retrieval is 
carried out.

Then, in “Summarizing Online Re-
views Using Aspect Rating Distri-
butions and Language Modeling,” 

Giuseppe Di Fabbrizio and his col-
leagues present Starlet, a novel ap-
proach to extractive multidocument 
summarization for evaluative text 
that considers aspect rating distribu-
tions and language modeling as sum-
marization features. Such features en-
courage the inclusion of sentences in 
the summary that preserve the overall 
opinion distribution expressed across 
the original reviews and whose lan-
guage best reflects the language of re-
views. The article demonstrates how 
the proposed method offers improve-
ments over traditional summariza-
tion techniques and other approaches 
to multidocument summarization of 
evaluative text.

Next, in “Multimodal Sentiment 
Analysis of Spanish Online Videos,” 
Verónica Pérez Rosas and her col-
leagues consider multimodal senti-
ment analysis based on linguistic, 

audio, and visual features. A data-
base of 105 Spanish videos of 2 to 
8 minutes in length, containing 21 
male and 84 female speakers, was 
collected randomly from the so-
cial media website YouTube and 
annotated by two labelers for ter-
nary sentiment. This led to 550 ut-
terances and approximately 10,000 
words. The joint use and analysis of 
linguistic, audio, and visual features 
leads to a significant improvement 
over the use of each single modality. 
This is further confirmed when the 
approach is applied to a set of Eng-
lish videos.

The last article, “YouTube Movie 
Reviews: Sentiment Analysis in an 
Audio-Visual Context,” by Martin 
Wöllmer and his colleagues (and re-
viewed independently) also discusses 
multimodal sentiment analysis in on-
line videos. The authors introduce the 
Institute for Creative Technologies’ 
Multi-Modal Movie Opinion (ICT-
MMMO) database of personal movie 
reviews collected from YouTube (308 
clips) and ExpoTV (78 clips). The fi-
nal set contains 370 of these 1–3 
minute English clips in ternary senti-
ment annotation by one to two cod-
ers. The feature basis is formed by 
1,941 audio features, 20 video fea-
tures, and different textual features 
for selection. Then, different levels of 
domain-dependence are considered: 
in-domain analysis, cross-domain 
analysis based on the 100,000 tex-
tual Metacritic movie review corpus 
for training, and use of online knowl-
edge sources. This shows that cross-
corpus training works sufficiently 
well, and language-independent au-
diovisual analysis is competitive with 
linguistic analysis.

These articles are a solid and var-
ied representation of some of 

the exciting challenges and solutions 
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emerging in this field. We hope that 
you enjoy the special issue and that this 
research fosters future innovations.
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