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Abstract—While network coding can be an efficient means of
information dissemination in networks, it is highly suscepible to
“pollution attacks,” as the injection of even a single erroreous
packet has the potential to corrupt each and every packet
received by a given destination. Even when suitable error-
control coding is applied, an adversary can, in many intereing
practical situations, overwhelm the error-correcting capability
of the code. To limit the power of potential adversaries, a
broadcast transformation is introduced, in which nodes are
limited to just a single (broadcast) transmission per geneation.
Under this broadcast transformation, the multicast capaciy of
a network is changed (in general reduced) from the number
of edge-disjoint paths between source and sink to the number
of internally-disjoint paths. Exploiting this fact, a family of
networks is proposed whose capacity is largely unaffectedyba
broadcast transformation. This results in a significant aclevable
transmission rate for such networks, even in the presence of
adversaries.

Index Terms—adversarial nodes, broadcast transformation,
error correction, JLC networks, multicast capacity, network
coding.

I. INTRODUCTION

Network coding [[1] is a promising approach for efficien
information dissemination in packet networks. Networkiogd
generalizes routing, allowing nodes in the network not daly
switch packets from input ports to output ports, but also

combine incoming packets in some manner to form outgoir@

packets. For example, ilinear network coding, fixed-length
packets are regarded as vectors over a finite figJd and
nodes in the network form outgoing packetsigsinear com-
binations of incoming packets. For the single-source radt
problem, it is known that linear network coding suffices t
achieve the network capacity! [2[.1[3].

Recently the problem of error correction in network codin
has received significant attention due to the fact that fiolu

attacks can be catastrophic. Indeed, the injection of even a
single erroneous packet somewhere in the network has the
potential to corrupt each and every packet received by angive
sink node. This problem was first investigated from an edge-
centric perspective [4], where a number of packet errorédcou
arise in any of the links in the network. Alternatively, unde
node-centric perspective, it is assumed that an advelrsada

may join the network and transmit corrupt packets on all its
outgoing links, but the other links in the network remainefre

of error.

One approach, investigated ihl [5].] [6], for dealing with
the pollution problem is to apply cryptographic techniqtes
ensure the validity of received packets, permitting cotedp
packets to be discarded by each node, and therefore pregenti
the contamination of other packets. This approach typicall
requires the use of large field and packet sizes, which leads
to computationally expensive operations at the nodes and
possibly to significant transmission delay. These requares
may be acceptable in the large-file-downloading scenatib, b
may be incompatible with delay-constrained applicatiarzhs
as streaming-media distribution.

t Another approach (and the one followed in this paper) is to
look for end-to-end coding techniques that require lititeno

%'ntelligence at the internal nodes. Jaggial. [7] show that, if

is the network capacity (per transmission-generation)and
the min-cut from the adversary to a destination, then a rat
of C' — 2z packets per generation is achievable. The same rate
can also be achieved using the subspace approach introduced
by Kotter and Kschischan@l[8].][9]. A higher ra®— = can

be achieved using a scheme proposed_in [7] (see also [10]) if

%he source and sink nodes are allowed to share a secreif(i.e.,

they have common information not available to the advejsary
g In all of the end-to-end techniques mentioned above, we
observe that the min-cut from the adversary to a sink node has
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instance, ifz = C—then the adversary can jam the network
with no hope of recovery. It is important, therefore, to ceine
of protocols that induce per-generation network topols tfiat
can perform well, even in the presence of adversaries.

The central question of this paper is the following:

What simple changes to a protocol (and hence to
the induced network topology) might be effective in
reducing the influence of an adversary, while not
(greatly) affecting the rate of reliable communication?

We show that in some important special cases it is indeed
possible to constrict potential adversaries, without atyifice
of network capacity.
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In this paper, we introduce the concept ofbaoadcast are allowed. IfG is a graph, then/(G) and £(G) denote its
transformation which essentially constrains potential adververtex set and edge set, respectively. Zet = {1,2,3,...}.
saries to sending the same packet on all its outgoing limks.\We assume that(G) C V(G) x V(G) x Zy, where the
the case of a single malicious node, this effectively erdsrcthird component is used to distinguish among multiple edges
z = 1. In order for such a transformation to be possible, wieetween the same nodes.
introduce the concept of austed noddhat performs the role  For A, B C V(G), let [A, B] denote the set of all edges
of broadcasting traffic. A beneficial side-effect of a bragstc (a,b,:) in G such thats € A andb € B. We may also denote
transformation is to lower the encoding complexity, sinaete [a, B] = [{a}, B], [4,b] = [A, {b}] and [a,b] = [{a}, {b}].
node only needs to compute a single outgoing packet in edair [A, B] and any other concept that implicitly depends on
round of communication. G, we will use a subscript such a4, B]g if the graph is not

In practice, such a broadcasting feature could be implelear from the context.
mented at trusted network gateways. For example, in overlayf S C V(G), thenG — S is the graph consisting of the
network applications, it could be implemented by ISPs ait therertex setV(G) \ S and edge sef(G) \ [V, S] U [S, V].
gateways, through the use of deep packet inspection orasimil Let |S| denote the cardinality of a sét For nodes: andw,
technologies. Note that the broadcast constraint is @ffegt if |[u,v]| > 0, thenu is called aparentof v, while v is called
enforced if all packets in the same generdlitom the same a child of «. We usel'~ (v) andI'*(v) to denote, respectively,
user have identical payload (although with different headethe set of all parents and the set of all children of a node
corresponding to different destination addresses). Thrs, et indegree(v) = |[V(G),v]| and outdegree(v) =
each user/generation pair, the network gateway could gimply, V(G)]|.
store the payload of the first packet it receives and drop anyfor ¢ ¢ [u,v], let tail(e) = u and head(e) = v. Also,
subsequent packets that have different payloads (while atgr £ C £(G), let tail(£) £ Ue.ce tail(e) and, similarly, let
flagging such a user as “suspicious”). It is worth mentioniﬂgead(g) £ Ugee head(e).
that, for wireless networks, this constraint is automdiica For s C V(G), let S £ V(G) \ S. For distinct nodes and
satisfied due to the broadcast nature of wireless commupiif s ¢ S andt € S, then [S,S] is called ans, t-edge cut
cation [12], so the results of this paper are also naturallyst
applicable in this case. mincut(s,t) £ min  [[S,S]]

In general, a broadcast transformation can reduce capacity SCV(G):

(significantly, in some cases), unless the network has apeci
connectivity properties. We will show that the maximunmdenote the minimum size of an,t-edge cut. Note that
number ofinternally-disjoint pathsbetween source and sink,mincut(s,t) is often denoted byx/(s,¢). For convenience,
rather than edge-disjoint paths, becomes the key parametiefine also
This result implies that robustness to node failures and ro-

. A . ~
bustness to adversarial attacks are closely related ctncep mincut(A, ) = s S, Sl
We then examine a class of networks, which we daliverse ACSHt

networks, that have excellent robustness properties. dass A pathis a sequence of vertices such that from each vertex

of networks is strongly inspired by the work of Jain, LOVé.SFhere is an edge to the next vertex in the sequence. The first

and Chou in[[1B] on robust. and scg_lable network _topolog|esnd last vertices in a finite path are calledd verticesand
We show that, under certain conditions, no loss in capacﬁ){

is incurred when performing broadcast conversion in sidtch e other vertices are callgdternal vertices
. P g For distinct nodes andt, a setS C V(G) \ {s,t} is called
diverse networks.

The remainder of this paper is organized as follows. Iﬁn s, t-vertex cutif G — S has no path connecting and t.

Sec.[ we review some basic concepts of graph theory angte that for ans, t-vertex cut to exist{ cannot be a child of
network coding. In Se¢ Il we introduce an adversarial n1|od§' rvg;?(:xcg:}?'tlon’ lets(s, ) denote the minimum size of an
for communication over untrusted networks. In Sed IV we ' o

Two paths are calle@dge-disjointif they have no edges

introduce the broadcast transformation and charactehee t > L

: . . in common, and are calleidternally-disjointif they have no
achievable rates of broadcast-constrained networks hyingl internal nodes in common. Let (s, ¢) denote the maximum
it to parameters of the original network. In SE¢. VV we introelu ) 5

d-diverse networks and study their robustness properties.r]wﬁnber of pairwise edge-disjoint paths from a noxjeq a
: nodet and let\(s, t) denote the maximum number of pairwise
Sec[V] we present our conclusions.

internally-disjoint paths frons to ¢.

We will frequently refer to the edge and vertex versions of
Menger's Theorem on directed graphs|[14] (the former is also
A. Graph Theory known as the Max-flow Min-cut Theorem).

In this paper, agraph always means a directed multigraph,

. . . Theorem 1 (Menger's Theorem, edge versioRdr  any
i.e., all edges are directed and multiple edges betweer%od\(/eerticeSS andt, (s, ) = mincut(s, ¢).

Il. PRELIMINARIES

IHere we assume the use of generation-based network codiqyoposed Theorem 2 (Menger’s Theorem. vertex versioﬁﬁxr any
in m ’

2\We will use “vertex” and “node” interchangeably in this pape verticess andt, if |[s, ][ = 0, then\(s, t) = x(s, t).



B. Network Coding chooses a set of adversarial nodés U with |A| < w prior

A (single-source) multicast network = (G, s, 7) consists to the_beginning of the sess_ion._The sbis_unknown to source
of a (directed multi)grapl with a distinguishedource node and sink nodes, but remains flxed. durmg the whole session.
and a set obink nodesT # s. In a multicast problem, each The adversary controls the nodes.in which are allowed to

sink node requests the same message that is observed af'@fismit any arbitrary packets on their outgoing links aisd a
source node. to cooperate with each other. Since an adversarial nodeotann

Each link in the network is assumed to transport, free g@ counted as a sink node, we say that decoding is successful
errors, a packet of a certain fixed size. A packet in a lifk€ach node in/"\ A can correctly recover the source message.
entering a node is said to be an incoming packet to that nodeSeveral end-to-end error control schemes have been pro-
and similarly a packet in a link leaving a node is said to geosed to ensure reliable communication over an untrusted
an outgoing packet from that node. network [7]-[10], [15]. The rates achievable by these sakem

When network coding is used, the source node produéé‘”soe”d on further assumptions on th_e system model. In this
each of its outgoing packets as an arbitrary function of trR&per, we focus on the two most basic of these models. The
message it observes. Also, each non-source node produR@giscient adversarfOA) model refers to the case where no
each of its outgoing packets as an arbitrary function of ifnstraints are imposed on the knowledge or computational
incoming packets. The set of functions applied by all nod@9Wer of the adversary. If an ad_dltlonal assumption is made
in the network specifies metwork codelf each sink node, by that common randomn_ess is avall_ab_le between the source and
observing its incoming packets, is able to correctly idgritie sink nodes, then resulting scenario is called shared secret
source message, then we say that the decoding is succes$fep) model.

Let ¢ be the size of the set from which packets are selecteg”chievable rates under these models are often stated from

and letQ2 be the set from which the source message is select@d. €dge-centric perspective, i.e., assuming that the saiyer
The rate of communication is defined as controls a certain number of edges. Below we restate these

results from a node-centric perspective.
A
R(%,q) = log, [©

Theorem 3 ([[V7], [9]): Let N = (G,s,T,U) be an un-
which is the amount of information, measured in packetd, thausted multicast network with at most adversarial nodes.

can be conveyed by the source message. Under the shared secret model, it is possible to achieve the
A rate R is said to beachievablefor a network\ if, for rate

any e > 0, there existy and Q with R(Q,q) > R, along ROAW,w) 2 min min RO(s,t, A) (1)
. . e ACU: teT\A

with a corresponding network code, such that the probgbilit [Al<w

of unsuccessful decoding is smaller than
For a multicast networlk = (G, s, T), define

C(N) & Itm71_1 mincutg (s, t).
€

where

ROA(s,t, A) £ [mincut(s, t) — 2 mincut(A, t)] " .

A key result in [1] is that a ratd? is achievable forV' if and  Theorem 4 ([[7], [10], [I5]): Let N = (G, s, T,U) be an

only if untrusted multicast network with at mastadversarial nodes.

R < C(N). Under the omniscient adversary model, it is possible toeaghi
For this reasonC/(N) is referred to as theapacity of a the rate
multicast network\. RS(N,w) £ min min R%(s,t, A) 2)

’ ACU: teT\A B
[A[<w
IIl. UNTRUSTEDMULTICAST NETWORKS
where

In this section we describe a node-centric adversarial inode
for networks that can be subject to pollution attacks. This ~ R>>(s,t,A) £ [mincut(s,t) — mincut(A, £)] .
model will be used in the remainder of the paper for the
computation of achievable rates. We will use [1) and[[R) as benchmarks to evaluate the
We start with the definition of an untrusted multicast negffective throughput of a multicast network in the presence
work. Consider a multicast network. A node is said to bef adversaries.
trustedif it is guaranteed to behave according to a specified Note that when there is no adversary, both expressions
network coding protocol; otherwise, it is said to betrusted reduce to the capacity of the underlying network, i.e.,
In particular, a trusted node cannot be controlled by an ROA(N,0) = RSS(N,0) = C(\).
adversary, while an untrusted node may (or may not) be
so. An untrusted multicast networ/ = (G,s, 7,U) is a From TheoremE]3 arld 4 we observe that, for an adversarial
multicast network(g, s, T) with a specified set of untrustedset.A and a sink node, the quantitymincut(.4, t) can have a
nodesl{ C V(G) \ {s} such that all nodes iV(G) \ U are severe impact on the achievable rate of the untrusted nletwor
trusted. If mincut(A,t) is large compared tenincut(s,t), then the
An adversarial model for communication over an untrusteativersary can overwhelm the system with corrupt packets,
multicast network may be specified as follows. The adversapyeventing successful decoding.



Still, the reduction in the jamming capability of the adays
may compensate for this loss and yield a higher achievable
rate. This trade-off, which is captured by Proposifibn 3| e
shown to be indeed favorable in certain meaningful situatio
= More specifically, we are interested in studying networks fo

u” which C'(8(N)) is equal or approximately equal t3(N). If
this is the case, we will say tha(" is a robustnetwork.
In the remainder of the paper, we restrict attention to the
case{ = V(G)\{s}, where all non-source nodes are untrusted.
This case not only has analytical advantages, but also seems
Fig. 1. Broadcast transformation. to be the case of most practical relevance.
For a multicast networkV" = (G, s, T), define
IV. BROADCAST TRANSFORMATION AN) & ?QfP Ag(s,t).

min-cut between adversarial nodes and sink nodes, whithe following theorem shows that the multicast capacity of

can lead to potentially higher achievable rates over utecdus roadcgst-'granfsformed network _ha}s a nice graph-theateti
networks. The idea is to force each adversarial nodetom’mnsCh"’“"’mterlzatlon in terms of the original network. .
only copies of the same packet, effectively constrainirsg it Theorem 6:Let V' = (G, s, T, U) be an untrusted multicast
outdegree to be at most 1. As we do not know beforehaﬂatwork withtd = V(G) \ {s}. Then

In this section, we propose an approach to restrict t?ﬁL
a

which nodes are adversarial, the constraint must be erdorce C(BN)) = AN).
on everyuntrustednode. This operation can be represented _
graphically by introducing a new node’, as described in Proof: The proof is closely related to the standard argu-

Fig. [. Here,u* is atrusted nodethat only replicates the ment used to derive Theorelmh 2 from the Max-flow Min-cut

packet received. The overall operation, which we refer ta asTheorem. R _

broadcast transformatigris formally defined below. Let B(N) = (G,s, T,U). SinceUd = V(G) \ {s}, the
Definition 1: Let A" = (G, s, 7,) be an untrusted multi- broadcast transformation replaces each non-source node by

cast network withG = (V, £). The broadcast transformation _node followed by an edge followed by a node, as illustrated

of NV, denoted bys3(N), is an untrusted multicast network" Fi9 [. Thus, if two paths i are internally-disjoint, then

5 A Ay they will also be internally- (and therefore edge-) disfamg.
th G = b : . : I

(G, 7,U) with G = (V, £) given by Conversely, if two paths iy are not internally-disjoint, i.e.,

V=vu{u":uel} they share a node, then they will also share the two nodes

5 + and the edgév, v™, 1) in G, and therefore will not be
E=E\NUV) U {(uut 1) ueut U,V andv™ and the edgév, v, :

(EAL Dol ut 1)z u UL ] edge-disjoint inG. Thus, for anyt € 7, the maximum number

where [, V] = {(u™,v,1): (u,v,4) € U, V]}. of internally-disjoint paths frons to ¢ in G must be equal to

the maximum number of edge-disjoint paths freno ¢ in
G, i.e., Ag(s,t) = A.(s,t) = mincutg(s, t). The result now
follows from the definitions ofA(N) and C(B(N)). [

Proposition 5: Let 8(') be the broadcast transformation
of an untrusted multicast network’ = (G, s, 7,U). For0 <
w < C(BN)), we have

After a broadcast transformation, adversarial nodes cn o
do limited harm, as shown in the following simple result.

We now give some examples of robust and non-robust
networks.

Example 1:Consider the network/" in Fig.[2, wheres is

0A +
R (BN),w) 2 [C(BN)) ~ 2u] the source node and all other nodes...,v9 are untrusted
R®(BN),w) > [C(BN)) —w]" sink nodes. Note that, for any;, we havemincut(s,v;) =

. L 3, and thereforeC'(N) = 3. Meanwhile, \(s,v5) = 1, so
with equality if &/ = V(G) \ {s}. - N . ’
Proof: Let (G, s, T,U) = B(N). The pair of inequalities C(BW)) = AN) =1. Thus, " is not a robust networkm

follows immediately from Definitiof]l and Theorefds 3 &d 4 Example 2: To make the network in Fid]2 robust, we can
by noticing thatmincutg (A, t) < |A| for any A C U/ and any increase the diversity of internally-disjoint pathsiupandvs
teT\ A by letting vs and v have multiple parents. This may result
For the case/ = V(G) \ {s}, lett € T be any node in a network\" as shown in Fig]3. Now, for all, we have
satisfyingmincut; (s, t) = C(8(N)). Note thatt must have mincut(s,v;) = 3 and A(s,v;) = 3. ThusC(N) = 3 and
at least C(B(N)) distinct parents ing, all of which are C(8(N)) = A(N) = 3. Therefore N is a robust network®
untrusted. Take any of such parents to form a set. Then
mincutg (A, t) = w, which shows that both inequalities can V. d-DIVERSE NETWORKS

be met with equality. . . . .
g y In this section, we study a special class of networks, which

In general, applying a broadcast transformation may reduee call d-diverse networksthat have simultaneously good
C(B(N)), the multicast capacity of the resulting networkcapacity and robustness properties. This class of networks



Theorem[¥ shows that, for large enougdh a d-diverse
network not only has good multicast capacity but is also
robust. In particular, when designing a network, one might
focus solely on achieving high parent diversity, obtaining
good capacity and robustness as natural consequences. It is
important to note that, while?(N) and A(N) are global
parameters of the network, the diversitf\') (or rather
d(v) for each nodev) is a parameter that depends only on
local information available at a node. Therefore, it shaud
relatively easy to construct édiverse network by enforcing
d(v) > d at each node. This is indeed the case for the class
of JLC networks, as discussed later in Exanigle 3.

In order to prove Theorefmn 7, we start with a lemma that
characterizes minimal vertex cuts in a graph.

Lemma 8:Consider a graplyy = (V, £) with nonadjacent
nodess andt. Then every minimak, t-vertex cut is given by
tail([S, S]) for somes, t-edge cutS, S]. In particular,

Ag(s,t) = [Iglé}] | tail([S, S])| ®3)

where the minimization is taken over all/t-edge cutgS, S]
such thats ¢ tail([S, S]).

Proof: First, note that if[S,S] is an s,t-edge cut such
that s ¢ tail([S, S]), thentail([S,S]) is indeed ans, t-vertex
cut. This follows from the fact that removingil([S, S]) from
G also removes all the edges [i§, S].

We now show that if4 is a minimals, t-vertex cut, then
there exists some, t-edge cut[S,S] with s ¢ tail([S,S])
such thatA = tail([S, S]). For this, consider the graph —
A. Since A is an s, t-vertex cut, the grapl§y — A has two
Fig. 3. A robust network witiC'(8(N)) = C(N) = 3. components. Letd, and A; be the components that contain
s andt, respectively. LetS = A, U A; thenS = A,. Note
is motivated by the notion of parent diversity illustrated ithat [S’.S] Is an s, 1-edge cut. Moreovena!l([S,SJ) <A
Example2. ptherW|seA would not separate z_;m_d t. Sincetail([S, S])
is also ans, t-vertex cut andA4 is minimal, we conclude that
Definition 2: Let N' = (G, s, T) be an acyclic multicast tail([S, S]) = .A. In addition, we must havgs, S]N[s, V] = 0,
network. The(parent) diversityof a non-source node € otherwises € .4, which is impossible by the definition of an
V(G) \ {s} is defined as s, t-vertex cut.
d(v) 2 [T~ () \ {s}] + |[s, v]|- Now the result follows immediately from Theordh 2.m

The (parent) diversityof A/ is defined as We can now give a proof of Theorel 7.

A ) Proof of Theorenil]7:Let t € 7. First, supposé is not
d(N) = vV (O (5} d(v)- adjacent tos. Let [S, S| be somes, t-edge cut achieving the
_ . . minimization in [3). Since the grap#i is directed acyclic, it
If d(NV) = d, then'is called ad-diverse network has at least one topological ordering. Lebe the first node
For any node that is nonadjacent to the source node, theS according to some topological ordering, i.e.c S is a
parent diversity is exactly the cardinality of its parernt $®r node whose parents are all §h We have
a node that is adjacent to the source node_z, this interpoatati Ao (s,1) = | tail([S, )|
remains true if we replace each edge coming from the source

node by an edge followed by a node followed by an edge. > T (u)]
This slight twist in the definition is required due to the spéc > d(N) (4)
role that a source node has in a network problem. h foll f the fact th _ .

The following is the main result of this section. \t/\;”?[rg %)) ollows from the fact thafs, u]| = 0, sinces ¢

Theorem 7:Let V' = (G, s, T) be an acyclic network. Then  Now, suppose is adjacent tos. Let m = |[s, t]|. Consider
a new network\” = (G', s, T), whereG’ = G — [s,t]. Note
AW) 2 dN). that d(N') > d(N') — m. Using the argument above oX’,
In particular, ifindegree(t) = d(N') for somet € T, then we obtain that

C(N) = AN) = d(A). Mg (s,8) > d(N) > d(N) = m.



allowing the possibility of fewer thad distinct parents), the
server simply needs to provide the new node withinks
from d distinct parents. Note that, in practide;> d?, so the
k available links come from at least= [k/d] > d parents.
Hence, the modification can be done easily. [ |

VI. CONCLUSIONS

We have introduced the broadcast transformation of a
network, which restricts the influence of potential adver-
saries by limiting them to a single transmission opporgunit
per generation. For networks with a sufficient diversity of
internally-disjoint paths from source to sink(s), the rioast
capacity may not be greatly affected by this transformation
particular, for a class of networks calleddiverse networks,
the full capacity is maintained whet is sufficiently large.
Combined with error control for network coding, the pro-
posed approach may be an effective means of dealing with
adversaries, particularly in application scenarios sucheal-

Fig. 4. A d-diverse JLC network wittk = 12 andd = 3.

Returning to the original network, we have

Ag(s,t) = Agr(s,t) +m > d(N).

From the above arguments, it follows th&t\) > d(N).  ime media streaming, where alternative (e.g., cryptdgj
The special case follows immediately sinke\") < C(N) < athods may be cos%:prohibitive (e.9., cryptdymp
indegree(t), forall t € T. [ ] '

As an application of Theorer] 7, consider the case of a
network in which all non-source nodes are sink nodes with
diversity exactlyd, and such that there are no parallel edg%
between nodes, except possibly emanating from the sou
node. Then the multicast capacities both before and af
broadcast transformation are exactly equadltdNote that, as
the indegree of any non-source node is exadtlgny removed
edge would result in a smaller capacity. Thus, we may coril]
clude that, given a fixed number of edges, the network capacit
is maximized by having nodes select incoming edges from
distinct parents rather than from the same parent. Thidtresu
holds even if all non-source nodes are untrusted, provided [y
broadcast transformation is performed. [4]

Example 3 (JLC networks)WVe now describe a class of
networks that has not only good theoretical properties bus]
also potential for practical applications. The protocot fo
constructing and operating these networks has been prdposeg
by Jain, Lovasz and Chou[13] as a scalable and robust epluti
to peer-to-peer data dissemination with network coding. W
refer to any network constructed according to their protoc
as aJLC network

An example of a JLC network is depicted in FIg. 4. The[8]
network is acyclic, and all non-source nodes are sinksallyit
the network contains only the source node (or server), which
hask (potential) outgoing links. Here, each link represents &)
stream of unit bandwidth. At any time, the server maintains a
list of k available links for download. When a new node joingL0]
the network, it requests from the servedownload links. The
server randomly pickg links from the pool of available links, 14
and updates its list witll potential links originating from the
new node. Therefore, the network always Hadinks (i.e.,
streams of unit bandwidth) available for download.

It is easy to ensure that a JLC network dsdiverse by
performing a simple protocol modification. When a new nodé3l
joins the network, rather than choosing tieipstream links
completely at random from thé available links (thereby [14]

]

[12]
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