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Abstract—Cross-silo federated learning (FL) is a distributed learning approach where clients of the same interest train a global model
cooperatively while keeping their local data private. The success of a cross-silo FL process requires active participation of many
clients. Different from cross-device FL, clients in cross-silo FL are usually organizations or companies which may execute multiple
cross-silo FL processes repeatedly due to their time-varying local data sets, and aim to optimize their long-term benefits by selfishly
choosing their participation levels. While there has been some work on incentivizing clients to join FL, the analysis of clients’ long-term
selfish participation behaviors in cross-silo FL remains largely unexplored. In this paper, we analyze the selfish participation behaviors
of heterogeneous clients in cross-silo FL. Specifically, we model clients’ long-term selfish participation behaviors as an infinitely
repeated game, with the stage game being a selfish participation game in one cross-silo FL process (SPFL). For the stage game
SPFL, we derive the unique Nash equilibrium (NE), and propose a distributed algorithm for each client to calculate its equilibrium
participation strategy. We show that at the NE, clients fall into at most three categories: (i) free riders who do not perform local model
training, (ii) a unique partial contributor (if exists) who performs model training with part of its local data, and (iii) contributors who
perform model training with all their local data. The existence of free riders has a detrimental effect on achieving a good global model
and sustaining other clients’ long-term participation. For the long-term interactions among clients, we derive a cooperative strategy for
clients which minimizes the number of free riders while increasing the amount of local data for model training. We show that enforced
by a punishment strategy, such a cooperative strategy is a subgame perfect Nash equilibrium (SPNE) of the infinitely repeated game,
under which some clients who are free riders at the NE of the stage game choose to be (partial) contributors. We further propose an
algorithm to calculate the optimal SPNE which minimizes the number of free riders while maximizing the amount of local data for model
training. Simulation results show that our derived optimal SPNE can effectively reduce the number of free riders by up to 99.3% and
increase the amount of local data for model training by up to 82.3%.

Index Terms—Cross-silo federated learning, selfish participation, free rider, long-term cooperation
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1 INTRODUCTION

1.1 Background and Motivations

HE rapid development of 5G and Internet of Things
T (IoT) technologies accelerates the generation of massive
amount of user data [1f], such as users’ finance data in
banks and patients’ clinical data in hospitals. User data
is of paramount importance for artificial intelligence (AI).
With sufficient user data, banks can develop AI models
for customized financial advice and risk control services,
and hospitals can train Al-assisted diagnosis and treatment
models. Traditional machine learning approaches usually
collect large amounts of raw data and train Al models on a
central server, which may lead to privacy leakage. In order
to protect data privacy, Google proposed federated learning
(FL) [2]], which is a distributed learning approach without
sharing raw data.
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In FL, a central server coordinates the model training
of many clients [3]. In the local training steps, each client
trains the model by using its local data, and then sends
the updated model to the central server. In the global
aggregation steps, the central server aggregates the updates
and sends the aggregated global model back to clients for
the next iteration. The iterations stop until a predefined
stopping criterion is satisfied.

Depending on the initiator of the FL process and the
type of clients, FL is classified into two types: cross-device
FL and cross-silo FL [4]. In cross-device FL, as shown in Fig.
the central server initiates the FL process, and clients
are devices who perform local training using their local data.
The central server pays each client a reward as the incentive
for local training. In cross-silo FL, as shown in Fig.
clients who are usually companies or organizations of the
same interest, initiate the FL process and pay the central
server for global aggregation.

In this paper, we study cross-silo FL, which has a wide
range of practical applications. For example, WeBank and
Swiss Re cooperatively perform data analysis for finance
and insurance services [5]. NVIDIA Clara helps hospitals
with different data sets train Al models by FL for mam-
mogram assessment [6]. MELLODDY uses cross-silo FL to
speed up drug research [7]. In cross-silo FL, many clients
who have the same interest (e.g., training models for fi-
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Fig. 1. An illustration of (a) cross-device FL and (b) cross-silo FL

nance service or medical diagnosis) train a global model
cooperatively, and hence usually can achieve a better model
compared with the ones trained only locally [4]. Despite the
popular applications of cross-silo FL seen in practice, there
is little work analyzing clients’ participation behaviors in
cross-silo FL theoretically, which is the focus of this paper.

In cross-silo FL, since clients usually belong to different
entities (e.g., companies or organizations), each client may
behave selfishly to maximize its own benefit. Specifically,
each client selfishly chooses its participation level (i.e., the
amount of local data) for the local training steps. The
total amount of local data chosen by all clients will affect
the global model accuracy, while the model training leads
to costs to clients. In practice, clients have heterogeneous
valuations for global model accuracy and incur different
computation costs [§]]. Therefore, clients will make a trade-
off between the achieved global model accuracy and the
incurred cost. For example, clients with high valuations
for global model accuracy and low computation costs may
choose a high participation level to achieve a good global
model accuracy. On the other hand, clients with low valua-
tions for global model accuracy and high computation costs
may choose not to perform local training to reduce the cost,
and we call such clients as free riders. This motivates us to
study clients’ selfish participation behaviors in cross-silo FL
through a game-theoretic approach. In this paper, we aim at
addressing the following fundamental question in cross-silo
FL.

Key Question 1: How do heterogeneous clients selfishly
choose their participation levels in cross-silo FL?
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GeneD _ GerD .
A0~ L AN
iteration 1 iteration 2 t iteration G )
Slot 1 Slott [ Slot t+1
Tim;

Fig. 2. The cross-silo FL processes in an infinite time horizon

Different from cross-device FL, cross-silo FL usually
involves long-term repeated interactions among clients. For
example, the MELLODDY project is a long-term project
which involves repeated interactions among 17 partners.
One reason is that clients” local data may change over
time, and hence clients will perform multiple cross-silo FL
processes repeatedly to adapt the global model to the time-
varying local data sets. For example, hospitals constantly
admit new patients and collect treatment data of these
cases. Furthermore, different from cross-device FL where the
central server chooses different devices to perform different
FL tasks and devices aim to maximize their short-term
benefits, in cross-silo FL, the same set of clients initiate FL
processes repeatedly and train the global model coopera-
tively. Moreover, clients (e.g., organizations or companies)
are usually far-sighted and aim to maximize their long-term
benefits. Therefore, it is necessary to analyze clients’ long-
term interactions in cross-silo FL. However, the existence
of free riders is detrimental to the global model for the
following two reasons. First, when many clients choose to
be free riders, the amount of local data for model training is
small, which leads to a bad global model accuracy. Second,
the behavior of free riders is unfair to the clients who
use their local data to perform local trainings, which will
disrupt clients’ long-term cooperation. To sustain clients’
long-term cooperation in cross-silo FL, we need to reduce
the number of free riders. This motivates us to address the
second fundamental question in cross-silo FL.

Key Question 2: How to minimize the number of free riders
to sustain clients” long-term cooperation in cross-silo FL?

1.2 Contributions

In this paper, we analyze clients’ participation behaviors
in cross-silo FL through a game-theoretic approach. We
consider an infinite time horizon which is divided into many
time slots, as shown in Fig. ] We model the interactions
among clients in the infinite time horizon as a repeated
game with the stage game being the selfish participation
game in one cross-silo FL process (SPFL) in each time slot.
Specifically, in each time slot, clients perform one cross-
silo FL process which proceeds in several iterations of local
training steps and global aggregation steps. Each time slot
can be one month for banks [9] or one week for hospitals
[10]. Since the local data may change dynamically over
time (e.g., banks update the finance data sets monthly or
even weekly [9], and hospitals update the clinical data sets



weekly [10]), clients need to repeatedly perform cross-silo
FL processes to adapt the global model to the dynamic local
data. We summarize our main contributions as follows.

e Novel Game Analysis in Cross-Silo FL: To the best of
our knowledge, this is the first paper that provides
a comprehensive game-theoretic analysis of the long-
term participation behaviors of heterogeneous clients
in cross-silo FL from the repeated game perspective.

e Selfish Participation Game in One Cross-Silo FL Pro-
cess (SPFL): For the stage game SPFL, we derive
the unique Nash equilibrium (NE), and propose a
distributed algorithm for each client to calculate its
equilibrium participation strategy. We show that at
the NE, clients fall into at most three categories: (i)
clients with low valuation-computation ratios being
free riders who do not perform local model training,
(ii) a unique client (if exists) being the partial con-
tributor who performs model training with part of
its local data, and (iii) clients with high valuation-
computation ratios being contributors who perform
model training with all their local data.

o Infinitely Repeated Game in the Long-Term Cross-Silo FL
Processes: In the infinitely repeated game, we derive
a subgame perfect Nash equilibrium (SPNE), i.e.,
a cooperative strategy enforced by a punishment
strategy, which achieves the minimum number of
free riders while increasing the amount of local data
for model training. Deriving the cooperative strategy
is challenging since clients are heterogeneous and
their decisions are coupled in a highly non-linear
manner. We further propose an algorithm to calculate
the optimal SPNE which minimizes the number of
free riders while maximizing the amount of local
data for model training.

o Simulation Results: We conduct extensive numerical
evaluations and derive useful insights. First, at the
NE of the stage game, the number of free riders
increases with the number of clients and the size of
the local data set. Our proposed optimal SPNE can
effectively reduce the number of free riders by up
to 99.3%, and increase the amount of local data for
model training by up to 82.3%. The optimal SPNE
performs well even when the number of clients and
the size of local data set are large, which shows its
scalability. Second, compared with other methods,
our proposed optimal SPNE has distinct advantages
in the number of contributors and the total amount
of training data.

1.3 Related Work

FL has drawn researchers’ attention in recent years. McMa-
han et al. propose and illustrate the effectiveness of FL
[11]. In the following, we discuss related work regarding
FL optimization, incentive mechanism design, the free rider
issue, and cross-silo FL.

FL Optimization: Some papers aim to optimize differ-
ent objectives in FL, such as the learning time, the model
accuracy, and the energy consumption of local devices.
Zhong et al. propose the P-Fedavg algorithm for the Parallel
FL system with provable convergence rate [12]. Wang et
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al. propose a GCN-based algorithm to derive the optimal
device sampling strategy considering D2D offloading to
maximize the training accuracy [13]]. Mo et al. optimize the
energy efficiency by balancing the energy tradeoff between
communication and computation in FL [14]. Luo et al. pro-
pose a sampling based algorithm to minimize the total cost
with marginal overhead [15].

Incentive Mechanism Design: There are many papers
focusing on the incentive mechanism design for FL. For
example, Ding et al. in [16] consider contract design for the
central server in cross-device FL under multi-dimensional
private information. Sun et al. in [17] propose a contract-
based incentive mechanism to customize the payment for
each participating worker considering personalized privacy
preference. Zhan et al. in [[18] propose a DRL-based incentive
mechanism to capture the tradeoff between payment and
training time in FL without prior knowledge of edge nodes.
Zeng et al. in [19] propose an auction-based lightweight
incentive mechanism considering multi-dimensional and
dynamic edge resources to guide the server to effectively
choose clients to participate in FL. Deng et al. in [20] pro-
pose an auction-based quality-aware system called FAIR
to estimate clients’ learning qualities and encourage high-
quality clients” participation. Zhan et al. in [21] summarize
the papers on incentive mechanism design for FL from three
aspects: clients” data contribution, clients’ reputation, and
resource allocation. However, none of these papers solves
the free-rider problem in federated learning. Our work
complements the research in this area.

Free Rider Issue: Free riders are those who benefit
from resources or public goods but refuse to pay for them
[22], which have been extensively studied in peer-to-peer
systems [23]]. Several papers study how to identify free
riders in FL. Lin et al. reveal the free-riding attack in FL
and propose a novel anomaly detection technique using
autoencoders to identify free riders [24]. Huang et al. design
a protection mechanism named Gradient Auditing to detect
and punish the free-riding behavior [25]. Fraboni et al.
propose to establish a routine practice to inspect clients’
distribution for the detection of free-rider attacks in FL [26].
Although these papers notice the existence of free riders in
FL, they only focus on identifying free riders rather than
addressing the problem effectively.

Cross-silo FL: There have been some researches analyz-
ing cross-silo FL. Chen et al. propose FOCUS for cross-silo
FL to solve the problem of noisy local labels [27]. Heikkila
et al. combine additively homomorphic secure summation
protocols with differential privacy in cross-silo FL to learn
complex models while guaranteeing privacy of local data
[28]. Majeed et al. build a cross-silo horizontal federated
model for traffic classification [29]. Zhang et al. present a
system solution BatchCrypt for cross-silo FL to reduce the
encryption and communication overhead caused by addi-
tively homomorphic encryption [30]. Tang et al. propose an
incentive mechanism considering the public goods feature
of cross-silo FL [8]. However, none of the above papers an-
alyze the long-term selfish participation behaviors of clients
in cross-silo FL.

In summary, existing papers mainly focus on cross-
device FL, and none of these papers studies clients’ long-
term selfish participation behaviors in cross-silo FL. As far



as we know, this is the first work that analyzes the long-term
participation behaviors of heterogeneous clients in cross-silo
FL and proposes a strategy to reduce the number of free
riders through the game-theoretic approach.

We organize our paper as follows. In Section 2, we
present the system model. Then we analyze the stage game
SPFL in Section [3| We analyze the infinitely repeated game
in Section |4 We present simulation results in Section |5/ and
conclude in Section [} Due to space constraints, we relegate
all the proofs to the supplementary material.

2 SYSTEM MODEL

We consider a set V' = {1,2,..., N} of clients (e.g., compa-
nies or organizations) with the same interest participating
in the cross-silo FL processes. Each client has some local
data which may change over time, and clients will perform
multiple cross-silo FL processes repeatedly to adapt the
global model to the time-varying local data sets. Since clients
are far-sighted and aim to optimize their long-term benefits,
we study clients” long-term interactions in cross-silo FL
processes in the infinite time horizon which is divided into
time slots. In the following, we first describe a cross-silo
FL process in one time slot, then model the cost of clients
in a cross-silo FL process, and finally show the interactions
among clients in two time scales.

2.1

As shown in Fig. 2| each time slot corresponds to one
cross-silo FL process which proceeds in training iterations.
We first introduce the objective of cross-silo FL, and then
describe the iteration process.

In a cross-silo FL process, clients of the same interest
cooperatively train a global model represented by a param-
eter vector w. Each client n € N has a local data set D,,
where the number of local data samples is D,, = |Dn\
Each client can choose a subset X,, C D,, of local data for
model training. Let x,, denote the size of the chosen subset
of local data, i.e., z,, = |X,,|, and let d,,; denote the i-th data
sample in set A&,,. Cross-silo FL aims to find the optimal
global model w* that minimizes the global loss function [4]:

L, (w). 1)

A Cross-Silo FL Process in One Time Slot

T
L(w) = .
neN En’GN Ln/

Here L,,(w) is the local loss function of client n:

L,(w) = 1

l(w;dy;). 2)
T dni €EXy

Here [(w; d,;) is the loss function for data sample d,,; under
w.

To achieve the optimal global model w*, cross-silo FL
proceeds in training iterations. One widely adopted algo-
rithm to derive w™ is the FedAvg algorithm [11]E] In each
training iteration r, clients perform local model trainings
over the previous global model w"~! with the chosen sub-
sets of local data by using the mini-batch stochastic gradient

1. Although different clients have different local data, we assume that
the data is i.i.d. across all clients [31].

2. In cross-silo FL, we assume that all clients participate in training
iterations, and clients perform synchronous update scheme [4].
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descent (SGD) method [32]. Clients derive the updated
local models w’,Vn € N, and send thenﬂ to the central
server for global aggregation. The central server derives the
updated global model w” = )\ %wz [11]. The
above cross-silo FL process causes costs to clients, which we
will introduce in detail next.

2.2 Cost of Clients in a Cross-Silo FL Process

In cross-silo FL, clients incur the following costs: the model
accuracy loss, the computation cost, the communication
cost, and the payment to the central server.

2.2.1 Model Accuracy Loss

The purpose of clients to perform cross-silo FL is to achieve
a global model with good accuracy, i.e., a global model with
a small accuracy loss [31]. The global model accuracy loss
can be calculated as L(w®) — L(w*), where L(w®) and
L(w*) are the global losses under parameters w® and w*,
respectively, and G is the number of training iterations in a
cross-silo FL process. According to [34], the expected global
model accuracy loss is bounded by O(1/vVBG + 1/G),
where B is the total batch size that clients use for model
trainings, i.e.,, B = ) xnﬂ Hence, the expected global
model accuracy loss decreases with the amount of local data
> nen Tn for model trainings and the number of training
iterations G. In this paper, we denote the model accuracy
loss of each client n € N as A(x,,, x_,,), which depends on
all clients” chosen amounts of local data for model trainings
and can be calculated as followsf]

1 1
A(Z‘n, m—n) = +—=, )
\/(Z‘n + ZTL’EN,H'#R xn/)G G

where x_,, = {1, 22, ..

. )xn—laxn+1)"'axN}'

2.2.2 Computation Cost

The local model training steps consume local computation
resources. In a cross-silo FL process, the CPU energy con-
sumption of each client n € N, which depends on its chosen
amount of local data x,, for model training, can be calculated
as [35]

E(wn) = F i, @

where ¢, is a coefficient depending on the client’s comput-
ing chip architecture, p,, is the number of CPU cycles of
client n to perform the model training on one local data
sample, and 9, is the CPU processing speed (in cycles per
second) of client n. We denote the computation cost coefficient
of client n as £, = Un®¥2, and the computation cost of
client n can be calculated as £(zy,) = En2p.

3. We assume that clients will truthfully report their local models to
the central server and the central server can verify clients’ contributions
(e.g., by the Trusted Execution Environments proposed in [33]).

4. Note that in FL, the central server knows clients’ chosen amounts
of local data for model trainings, i.e., the values of z,,,Vn € N, which
are the weights in the global aggregation steps [8] [31].

5.1In this paper, we assume a complete information setting where
each client n € N knows other clients’ chosen amounts of local data,
ie., the values of z,/,Vn’ € N,n’ # n. This information can be
announced by the central server to clients. Note that our proposed
algorithms later in the paper which calculate the equilibrium strategy
for each client do not require such information. The analysis in the
complete information setting provides useful insights for practical
cross-silo FL systems. For the analysis of the incomplete information
setting, we will leave it as future work.



2.2.3 Communication Cost

In a cross-silo FL process, clients send their local models
w!,Vn € N, to the central server for aggregation, and
receive the updated global model w" for the next training
iteration, for all » = 1,2,...,G. Since clients in cross-silo
FL are companies or organizations, the data transmission
between clients and the central server can be through ei-
ther wired networks (e.g., through the high-speed wired
connections [36]) or wireless networks (e.g., using trans-
mission protocols TDMA, OFDMA or NOMA [37]). When
transmitting model updates, clients usually have different
data transmission rates which depend on their transmission
power and channel coefficients in wireless networks [38]. In
this case, clients will incur heterogeneous communication
costs (e.g., different transmission delays). We denote the
communication cost of each client n € N as C,,. Since
clients” model updates have the same size, C,, does not
depend on the participation strategy x,, and is a constant
in our paper.

2.2.4 Payment to the Central Server

Clients need to pay the central server for global model
aggregation. We assume that the payment of each client is p.

In summary, we define the total cost of each client n € N
as follows,

Fo(zn,x_pn) = pnA@n, _pn) +E(@n) + Cr+p.  (5)

Here p,, denotes client n’s valuation for the model accuracy,
which describes how important the model accuracy is to
the client [8]. For example, p,, can be a bank’s customer
churn per unit of model accuracy loss when using the risk
control service trained by cross-silo FL, or a pharmaceutical
company’s unit revenue loss when using the drug research
model trained by cross-silo FL.

2.3 Interactions among Clients in Two Time Scales

In this subsection, we consider the interactions among
clients in two time scales as shown in Fig. 2. Specifically,
we describe the behaviors of clients in each time slot and in
the infinite time horizon, respectively.

We first analyze the interactions among clients in one
time slot. As in [9] [10], the length of a time slot can be
a month for banks or a week for hospitals. One time slot
corresponds to one cross-silo FL. At the beginning of the
time slot, each client n chooses the amount of local data x,,
for model training (i.e., its participation level in the cross-
silo FL process), to minimize its total cost calculated in
(5), considering the participation behaviors of other clients.
When clients are myopic and only care about their costs in
the current time slot, we model their participation behaviors
as a selfish participation game in one cross-silo FL process
(SPFL), to be introduced in detail in Section 3.

We then analyze the interactions among clients in the in-
finite time horizon which is divided into many time slots. In
the infinite time horizon, each client’s local data set changes
over time, ie., DI~ # D! Vn € N, where D!~ and D},
are the local data sets of client n in time slot ¢ — 1 and time
slot ¢, respectively. We assume that the number of local data
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samples remains unchanged, i.e., D] = |D!|,vn € N
To adapt the global model to the time-varying data sets,
clients perform cross-silo FL processes repeatedly. Specifi-
cally, at the beginning of each time slot ¢, clients receive
the global model w!~! in the previous time slot, and then
perform a cross-silo FL process using their local data (as
described in the selfish participation game SPFL) to derive
the global model w!. In the infinite time horizon, clients
are far-sighted, and each client n chooses the amount of
local data for model training to minimize its long-term
discounted total cost. We model clients” long-term selfish
participation behaviors as an infinitely repeated game with
the stage game being SPFL, which will be introduced in
detail in Section 4.

3 STAGE GAME ANALYSIS

In this section, we analyze the stage game, i.e., the selfish
participation game in one cross-silo FL process (SPFL). We
derive the unique Nash equilibrium of the stage game
SPFL, and design a distributed algorithm for each client to
compute its equilibrium participation strategy.

3.1 Stage Game Modeling

In a cross-silo FL process, clients selfishly choose their par-
ticipation levels to minimize their own costs. We model the
behaviors of clients in each time slot as a selfish participation
game as follows:

Game 1 (Selfish Participation Game in a Cross-Silo FL
Process (SPFL)).

o Players: the set N of clients.

o Strategies: each client n € N chooses the amount of local
data x,, € (0, D,,] for model training.

o Objectives: each client n € N aims to minimize its total
cost F,(xy, x_y,) defined in (5).

Here D, is the total number of data samples in client n’s
local data set Dy, i.e., Dy, = |Dy|.

3.2 Nash Equilibrium of SPFL
Next we define the Nash equilibrium (NE) of SPFL and
derive the unique NE later.

Definition 1 (Nash Equilibrium). A Nash equilibrium of Game
is a strategy profile * = {x : Yn € N} such that for each
clientn € N,

E,(z),z* ) < Fp(vp,x%,), forall z, € [0,D,].

At the NE, each client’s strategy is the best response to
other clients” strategies. In Lemma (I} we characterize the
best response of each client n € A that minimizes its total
cost given all other clients’ strategies & _,,.

Lemma 1. The best response of each client n. € N in Gamel[l)is

xER(mfn) =

o Pp
AGE?

S ©)

n’eN,n’#n

min ¢ D,,, max
6. For banks or hospitals, the number of users does not change much

from month to month, so we assume that the number of local data
samples remains the same.



Proof. See Appendix A in the supplementary material. [

Client n’s best response z3%(x_,,) increases with its

valuation p,, for model accuracy, while decreases with its
computation cost coefficient E,, the number of iterations G,
and the total amount of local data ) _,, N n/n Tn that other
clients choose for model training. Intuitively, when client n
has a high valuation for the global model accuracy, client n
may choose a large amount of local data for model training
to achieve a good global model. On the contrary, when client
n has a large computation cost coefficient £,,, client n may
choose a small amount of local data for training to reduce
the computation cost. Furthermore, when the number of
iterations G is large, clients can achieve a good global model
with a small amount of local data as shown in (3). Similarly,
when the total amount of local data from other clients is
large, the accuracy loss in (3) is small and client n will
choose a small amount of local data for model training to
reduce the computation cost.

Next we derive the NE of Game 1. For simplicity of
analysis, we assume that D,, = D,Vn € N. For each client
n € N, we define h,, & ¢ 45%2 , which depends on £,
the valuation-computation ratio (i.ei the ratio of the valuation
parameter to the computation cost coefficient). Without loss
of generality, we assume that 1%11 < 1%22 < <L

o

EN :
Theorem 1. A Nash equilibrium a* always exists in Game
and falls into one of the following two cases.

o Case I: If there exists a critical client k € N that satisfies

(N —k)D < hy < (N +1—k)D, then the NE * =
{zf :Vn e N}is:

0, ifn <k;
v =~ (N—F)D, ifn=Fk ()
D, ifn > k.

o Case II: If the critical client k in Case I does not exist,
then there must exist a client m € N that satisfies h,, <
(N—m)D < hpny1, and in this case, the NE x* = {7, :

Vn € N} is:
* {07
xn =
D,

Proof. See Appendix B in the supplementary material. [

ifn <m;
ifn>m.

®)

Theorem 1 shows that the NE of Game 1 falls into two
cases depending on whether a critical client £ exists or not.
If such a critical client k exists, clients can be divided into
three categories at equilibrium: (i) clients whose valuation-
computation ratios are lower than that of the critical client
k choose to be free riders that do not perform local model
training, (ii) the unique critical client k chooses to be a
partial contributor who performs model training with part of
its local data, and (iii) clients whose valuation-computation
ratios are higher than that of the critical client k£ choose to be
contributors who perform model training with all their local
data. If the critical client & does not exist, clients can be di-
vided into two categories at equilibrium: (i) clients with low
valuation-computation ratios choose to be free riders, and
(ii) clients with high valuation-computation ratios choose to
be contributors. Note that at equilibrium of Game 1, it is not
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possible that all clients choose to be free riders, as shown in
the following corollary.

Corollary 1. At equilibrium of Game 1, the client with the
highest valuation-computation ratio chooses a positive amount of
local data for model training, i.e., x73y > 0.

The significance of the above result is to establish that
at equilibrium of Game 1, there will always be a positive
amount of local data chosen by clients to perform model
training in cross-silo FL. Specifically, the client N who has
the highest valuation-computation ratio will never choose
to be a free rider. Even if all other clients choose to be
free riders at equilibrium, client N will choose a positive
amount of local data for model training, otherwise its model
accuracy loss in (3) and its total cost in (5) will go to infinity.

At equilibrium, however, clients with low valuation-
computation ratios may choose to be free riders. This is a
result of the tradeoff between the model accuracy loss and
the computation cost. Specifically, given the global model
aggregated from the local models of the (partial) contribu-
tors, clients with low valuation-computation ratios choose
not to perform local trainings to avoid the computation
costs. The behaviors of free riders only minimize their own
costs, but cannot improve the global model accuracy. As
discussed in Section[I.1} the existence of free riders hampers
clients” long-term participation in cross-silo FL. Later in
Section |4, we will analyze the interactions among clients in
the infinite time horizon, and design a cooperative strategy
to reduce the number of free riders.

Next we discuss the uniqueness of the NE of Game 1.

Theorem 2. Game 1 admits a unique Nash equilibrium if 2+ <
L2 o< BN !
By <7 S By

2 N

Proof. See Appendix C in the supplementary material. [

Here Z- < 22 < --- < £ is a mild constraint which
can be satisfied in most cases in practice[] To reach the
NE of Game 1, we prove in Appendix D that the stage
game SPFL is a concave game and the best response update
process converges to the NE of Game 1. Next we will
design a distributed algorithm to calculate the equilibrium

participation strategy for each client.

3.3 A Distributed Algorithm to Compute Equilibrium
Strategy

In this section, we design a distributed algorithm (in Al-
gorithm 1) for clients to compute the equilibrium strategy
of Game 1. In the distributed algorithm, each client cal-
culates its equilibrium participation strategy based on its
own information, without knowing other clients” participa-
tion decisions or parameter information (e.g., the valuation
parameters for global model accuracy and the computation
cost coefficients).

7. The constraint that { £% : ¥n € A’} can be ranked in a strictly as-
cending order is mild, because clients usually have different valuations
pn for global model accuracy as well as heterogeneous computation
cost coefficients E,,. When the constraint ]‘;—11 < % < e < %\\Ir is not
satisfied, the Nash equilibrium may not be unique. Consider an exam-
ple with N = 2 clients, and g—ll = 2—2, h1 = hy = 10,D; = Dy = 10.
In this example, (z7,z3) = (4,6) is a Nash equilibrium of Game 1, and
(z7,25) = (5,5) is also a Nash equilibrium of Game 1.



Algorithm 1: A Distributed Algorithm to Compute
Equilibrium Strategy for Each Client in Game 1

Input: p,,, E,,Vn € N,G,N, D
Output: z;,Vn € N
1 Each client n € V reports the value of £ to the central
server.
2 The central server sorts the clients in an ascending
order of £~,VYn € N, and sends each client its index n
as well as the total number of clients N.
3 forn=1:Ndo

4 Calculate h, = {/ 4@/]% ;

s | if hn < (N —n)D then

6 | xn=0;

7 else if h,, > (N —n+1)D then
8 | =, =D;

9 else

10 | 5 =hn— (N —n)D.

11 end

12 end

To calculate the equilibrium strategy, each client n € N/
needs to know the total number of clients N and the ranking
of its valuation-computation ratio £* in all clients (i.e., the
index n), which can be obtained by reporting its ratio £
to the central server for ordermﬂ (Lines 1-2 in Algorithm
1). The equilibrium strategy of each client n € N depends
on the value of h,. If h, < (N —n)D, client n chooses to
be a free rider, i.e., z;, = 0 (Lines 5-6 in Algorithm 1). If
hn, > (N —n + 1)D, client n chooses to be a contributor,
ie, z; = D (Lines 7-8 in Algorithm 1). Otherwise, client n
chooses to be a partial contributor, i.e., x}; = h,, — (N —n)D
(Lines 9-10 in Algorithm 1). Note that clients do not need to
know whether the critical client £ exists at equilibrium, and
Algorithm 1 covers both cases of the equilibrium described
in Theorem 1.

Algorithm 1 has a linear complexity of O(N). Specifi-
cally, computing the value of h,, and the value of z}, for
each client n € N in Lines 4-11 has a complexity of O(1).
With the for loop operation in Line 3, the overall complexity
of Algorithm 1is O(N). Thus it is scalable with the number
of clients in cross-silo FL.

As discussed in Section the interactions among
clients in the infinite time horizon are inherently a repeated
process. Since clients’ local data may change over time,
they need to adapt the global model to the local data sets
constantly. In the next section, we analyze clients” long-term
selfish participation behaviors.

4 REPEATED GAME ANALYSIS

In this section, we analyze the long-term interactions among
clients in cross-silo FL processes. We model clients’ selfish
participation behaviors as a repeated game in the infinite
time horizon, with the stage game being the SPFL (ie.,
Game 1). We first model the repeated game, and then derive
a cooperative participation strategy that can minimize the
number of free riders while increasing the amount of local

8. We assume that each client n. € N will truthfully report its ratio
£ to the central server. How to incentivize clients to truthfully reveal
thelr information [39] is beyond the scope of this paper.
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data for model training. We derive a subgame perfect Nash
equilibrium (SPNE) of the repeated game which enforces the
cooperative participation strategy by a punishment strategy.
Finally, we propose an algorithm to calculate the optimal
SPNE that can minimize the number of free riders while
maximizing the amount of local data for model training.

4.1 Repeated Game Modeling

As shown in Fig. [2 we consider clients’ interactions in
the infinite time horizon which consists of infinitely many
time slots. Each time slot corresponds to one cross-silo FL
process. In the infinite time horizon, each client chooses its
participation level (i.e., the amount of local data for model
training) for each cross-silo FL process to minimize its long-
term discounted total cost.

We first calculate the long-term discounted total cost for
each client. We denote the participation strategy profile of all
clients in time slot ¢ as ' = {z!, : Vn € N'}. For each client
n € N, its local data set changes over time while keeping
the size unchanged, i.e., D!,~! # D! |Di~!| = |D!| = D,
Therefore, we have z!, € [0, D,,] for each time slot t. We
denote the strategy profile history up to time slot ¢ as

i1},

Then for each client n € N, its long-term discounted total

cost is -
*) =Y 5, Fa(a), )
t=0

where d,, € [0,1) is the discount factor [40] of client n, and
F,,(x?) is the cost of client n in time slot ¢ calculated in (5).

We model the interactions among clients in the infinite
time horizon as a repeated game as follows.

JAY
st 2 g0 !

Game 2 (Repeated Game in Infinitely Many Cross-Silo FL
Processes).

o Players: the set N of clients.

o Strategies: each client n € N chooses the amount of local
data zt, € [0, D,,] for model training in each time slot t.

e Histories: the strategy profile history s' till time slot t.

o  Objectives: each client n € N aims to minimize its long-
term discounted total cost C,,(s°°) defined in (9).

In the repeated game (Game 2), clients train the global
model repeatedly to adapt the model to clients” time-
varying local data sets by participating in infinitely many
cross-silo FL processes. We aim to find the subgame perfect
Nash equilibrium (SPNE) of Game [2} According to Folk
Theorem [40], under proper discount factors d,,,Vn € N,
any feasible and individually rational participation strategy
profile can be the SPNE of the infinitely repeated game [41].
Since the success of cross-silo FL depends on the active long-
term participation of clients, we will characterize the SPNE
that can minimize the number of free riders while increasing
the chosen amount of local data for model training. Next in
Section we derive a cooperative participation strategy
in each cross-silo FL process, i.e., a strategy profile where
clients cooperate to minimize the number of free riders.
Later in Section we show that the cooperative partici-
pation strategy can be enforced as the SPNE of Game 2 by a
punishment strategy.



4.2 Cooperative Participation Strategy

Now we derive the cooperative participation strategy
x°P! in each time slot ¢t. The cooperative participation
strategy aims to minimize the number of free riders while
reducing the cost of each client compared with the cost at
the NE of the stage game SPFL, i.e., F,(z“°P'') < F,,(x**)
for all n € N. Here z*! is the NE of the stage game SPFL
in time slot ¢. In this subsection, we focus on a time slot ¢.
When there is no confusion, we ignore the time index and
write °°°P>! and x*! as °°°? and x*, respectively.

We first analyze the cooperative participation strategy
for the case where the critical client k£ exists at the NE
of Game 1 (as shown in Case I in Theorem 1). For each

s 2/G(N=k)D+a})? and

k—n
, where z7 is the partici-

client n € N, we define B,
On & ———2YC
(N—k)Dts}  /(N—m)D+ef
pation strategy of the critical client £ at the NE of Game 1.
In this case, we derive the cooperative strategy as follows.

Theorem 3. When the critical client k exists at the NE of Game
1 (as shown in Case I in Theorem 1), we find the client | which
satisfies

l:min{nEN:n<k,and2—n>Bn}. (10)
n
Then the cooperative participation strategy x®°°P = {xf°P :
Vn € N'} that minimizes the number of free riders is:
0, ifn <l
coop : .
seoon _ 2P ifl <n < k; 1)
" Ty, ifn=k;
D, ifn > k.

Here x°°°P is a cooperative participation level that satisfies
xeoP < gt and th is the maximum amount of local data that
client [ can choose under the cooperative strategy, calculated as
follows,

th [ Pl . Pl
— 1, B < — <0y
2y (E) if B B = l

i l (12)
D, f > Ol
Here x}fh (%), which depends on the valuation-computation

ratio 2, is the unique non-zero solution to the following implicit
equation:
P VGl

E, - 1 . 1
V(N=k)D+=z;  \/(N—k)D+aj+(k—1)zi"

Proof. See Appendix E in the supplementary material. [

(13)

Theorem B shows that when the critical client & exists at
the NE of Game 1, we can derive a cooperative participation
strategy under which clients fall into at most four categories:
(i) the free riders at the NE of Game 1 who satisfy £~ < B,
still choose to be free riders under the cooperative strategy,
(11) the free riders at the NE of Game 1 who satisfy £~ >

B,, choose to be converted contributors who perform model
training with a positive amountﬂ of local data z°°°?, (iii) the

9. We assume that for fairness, converted contributors choose the
same amount of local data for model training. Fairness is an important
problem in FL [42], which is beyond the scope of this paper.
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unique critical client k£ chooses to be a partial contributor who
performs model training with the amount of local data zj,
and (iv) the contributors at the NE of Game 1 still choose
to be contributors who perform model training with all their
local data.

Compared with the NE of Game 1 in Theorem 1, The-
orem 3| shows that under the cooperative participation
strategy, we have the following improved results. First, the
number of free riders is reduced from k£ — 1 to [ — 1 where
Il < k. Second, the amount of local data chosen by the
converted contributors increases from 0 to z°°°? > 0. The
following corollary shows that under certain conditions, the
cooperative strategy can reduce the number of free riders to
0.

Corollary 2. Under the cooperative strategy in Theorem 3, no
client chooses to be a free rider if

n g s 2EN=BD o)
FEy k—1 '

Furthermore, all clients choose to be contributors, i.e., TP =

D,Vn e N, if
DVG

1 _ 1
/(N—k)D+x}, V(N=1)D+a;,

The above result shows that when client 1’s ratio g—ll is

high, all clients choose to be (converted/partial) contribu-
tors under the cooperative participation strategy, and there
is no free rider in cross-silo FL.

Next, we analyze the cooperative participation strategy
for the case where the critical client k£ does not exist at the
NE of Game 1 (as shown in Case II in Theorem 1). For each
client n € N, we define B], £ 2VOW=mD? g o, £

m—n+1
— e . Here m is the index of the client who
V(N—=m)D /(N—-n+1)D

satisfies h,, < (N —m)D < hy,y1. In this case, we derive
the cooperative strategy as follows.

Theorem 4. When there is a client m that satisfies hy, < (N —

m)D < hp,y1 at the NE of Game 1 (as shown in Case I in

Theorem 1), we find the client [ which satisfies
l:min{né/\/ n < m, andE >B'} (14)

Then the cooperative participation strateqy x°°°P = {xt°P :
Vn € N'} that minimizes the number of free riders is:

0, ifn <l
xzoop _ xcoop’ %fl S n S m; (15)
D, ifn>m.

Here z°°°P is a cooperative participation level that satisfies
xoP < gth and " is the maximum amount of local data that
client | can choose under the cooperative strategy, calculated as

follows,
th [ Pl
— B] <
th _ & (El>, if Bi < El

L
D, f > O).

< Ola
(16)



Here xfh (g—ll), which depends on the valuation-computation
ratlo

equatzon

, 1s the unique non-zero solution to the following implicit

\/éxth
L s A )

VIN-m)D  \/(N—m)D+(m—I+1)zi"

Proof. See Appendix F in the supplementary material. [

Theorem M| shows that when the critical client k& does
not exist at the NE of Game 1, we can derive a cooperative
participation strategy under which clients fall into at most
three categories: (i) the free riders at the NE of Game 1
who satisfy £~ < B, still choose to be free riders under the
cooperative strategy, (ii) the free riders at the NE of Game
1 who satisfy 2= > B, choose to be converted contributors
who perform model training with a positive amount of local
data z°°°P, and (iii) the contributors at the NE of Game 1 still
choose to be contributors.

Similar as Theorem 3, Theorem 4 shows that compared
with the NE of Game 1 in Theorem 1, we have the following
improved results under the cooperative participation strat-
egy. First, the number of free riders is reduced from m to
[ — 1, where Il — 1 < m. Second, the amount of local data
chosen by the converted contributors increases from 0 to
2P > 0. The following corollary shows that under certain
conditions, the cooperative strategy can reduce the number
of free riders to 0.

Corollary 3. Under the cooperative strategy in Theorem 4, no
client chooses to be a free rider if

o g e /G —m)D)

E1 m

Furthermore, all clients choose to be contributors, i.e., TP =
D,Yn e N, if

O/ A - D\/é - .
El J(N-m)D  VND

Similar as Corollary 2, Corollary 3 shows that when
client 1’s ratio Z- is high, all clients choose to be (con-
verted /partial) contributors under the cooperative partici-
pation strategy, and there is no free rider in cross-silo FL.

In summary, Theorem 3 and Theorem 4 characterize the
cooperative participation strategies that can minimize the
number of free riders while increasing the amount of local
data for model training in cross-silo FL, for both cases of the
NE of Game 1 in Theorem 1. We next discuss how to enforce
the cooperative participation strategy as the SPNE of Game
2 by a punishment strategy.

4.3 Subgame Perfect Nash Equilibrium

In this section, we aim to derive the condition under which
clients behave according to the cooperative participation
strategy x“°°P at the SPNE of Game 2.

In the infinitely repeated game, we can enforce the
cooperative participation strategy x“°°? as the SPNE by a
punishment strategy x”“". In this paper, we adopt Fried-
man punishment [43], where clients play the NE of the
stage game SPFL in Theorem 1 if any client deviates from
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the cooperative participation strategy (ie., &P“" = x*).
Note that although the cooperative participation strategy
can reduce the cost of each client in each time slot, ie.,
F,(xooPt) < F,(xz*"),¥n € N, it is not an equilibrium
strategy of the selfish participation game SPFL. In other
words, given other clients’ strategies under £°?, a client
who is a (converted /partial) contributor has the incentive to
decrease its chosen amount of local data for model training
to reduce its cost. To punish the client who deviates from
the cooperative participation strategy, other clients resort to
the NE of the stage game SPFL.

We use the one-stage deviation principle [44] to char-
acterize clients” behaviors at the SPNE. Specifically, each
client n € N plays the cooperative participation strategy
at the SPNE, if its long-term discounted total cost under
cooperation is no larger than that under deviation, i.e.,

Z 67tan (wcoop) least + Z 515 wpun ) (18)
t=0
Here x!¢**! is the participation strategy profile under which

other chents keep cooperation while client n deviates to
minimize its own cost in one time slot. Hence we have

Fn (wcoop) _ Fn (mileast)

Fp(xpun) — Fp(xleast)”

Oy > 61 (x0P) & (19)

where §(x°°°P) is the threshold discount factor of client
n to play the cooperative strategy profile “°P. If each
client n € N is patient enough, i.e., the discount factor
satisfies 0, > §(2°°P), all clients will play the coopera-
tive participation strategy at the SPNE. For simplicity, we
assume that all clients have the same discount factor, i.e.,
0, = 0,Yn € N, as in [45].

Next we show how to enforce the cooperative strategies
derived in Theorem 3 and Theorem 4 as the SPNE in the
repeated game.

Theorem 5. Consider the following strateqy profile: all clients
choose the cooperative participation strategy x°°°P (calculated in
Theorem (3| or Theorem [4)) until a client deviates, and then all
clients play the NE x* of the stage game SPFL (calculated in
Theorem 1) in all future time slots. Such a strategy profile is the
SPNE of Game 2 if

5 > 5th( coop)

max {6 (x°P) : Vn € N'}. (20)

Proof. See Appendix G in the supplementary material. [

Theorem 5 shows that when clients are patient enough,
ie, § > 6 (x°P), clients play the cooperative strategy
x°°P at the SPNE, and no client has the incentive to de-
crease its chosen amount of local data.

Note that the cooperative strategy £“°°? characterized in
Theorem 3 and Theorem 4 is not unique, since converted
contributors can choose any cooperative participation level
xeoor < xfh. Therefore, the SPNE in Theorem 5 is not
unique. Next we design an algorithm to calculate the opti-
mal SPNE that can minimize the number of free riders while
maximizing the amount of local data for model training.



4.4 Optimal SPNE

In this section, we aim to derive the optimal SPNE that can
minimize the number of free riders while maximizing the
amount of local data for model training. In the following, we
first define the optimal SPNE of Game 2, and then present
the procedures to compute the optimal SPNE.

We first analyze the optimal SPNE z°° = {x2° : Vn €
N} for the case where the critical client k exists at the NE of
Game 1 (as shown in Case I in Theorem 1). Since the optimal
SPNE minimizes the number of free riders, it follows the
solution structure £°°°? shown in (11) in Theorem 3, and
can be written as:

0, if n <I;
295 — x28, ifl<n<k; 1)
" zy, ifn=Fk;

D, if n > k.

Here z¢; is converted contributors’ strategy under the opti-
mal SPNE which satisfies 0 < 2% < ", and 2!" is defined
in (12), (13). We can see from that only converted con-
tributors’ strategy x?2; in the optimal SPNE x°° is unknown.
Now we derive x25. Since °° is the SPNE of Game 2, it
satisfies the one-stage deviation principle described in The-
orem 5, i.e., § > 6”7’(9303). Furthermore, the optimal SPNE
maximizes the amount of local data for model training, i.e.,
(k= 1Dz% + 2} + (N — k) D. In summary, 225 is the optimal
solution to the following optimization problem with respect
to x.:
max (k—Dxzee + )+ (N —k)D
st. 0 <z, < xfh,
5> 5th(wos).

(22)

Although the above optimization problem has a simple
linear objective with respect to z.., we cannot derive the
closed-form expression for the optimal solution z¢] since
the constraint § > §*"(x°%) is complicated due to the
following two reasons. First, similar to (20), §'"(z°%) takes
the maximum value among 5 (x°%),Vn € A/, and the max
operator is a non-differentiable function. Second, similar to
(M9), 6t (x°*) involves not only x°° but also x!***!, and
hence the function §£"(x°%) changes with z.. in a highly
non-linear manner (as shown in Appendix G in the sup-
plementary material). In order to find the optimal solution
2, we can use greedy algorithms to solve the univariate
optimization problem (22).

Next we analyze the optimal SPNE x°° = {z%° : Vn €
N} for the case where the critical client k& does not exist
at the NE of Game 1 (as shown in Case II in Theorem 1).
Similarly, the optimal SPNE follows the solution structure
x¢°°P shown in (15) in Theorem 4, and can be written as:

0, if n <l
i o9 fl<n<mg

=< (23)
D, if n > m.

n cec?

Here z¢; is converted contributors’ strategy under the opti-
mal SPNE which satisfies 0 < 25 < ", and x{" is defined
in (16), (17). We can see from that only converted con-
tributors’ strategy x¢; in the optimal SPNE z°° is unknown.
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Algorithm 2: An Algorithm to Calculate the Opti-
mal SPNE of Game 2

Input: pn, En,Cn,Vn € N, G,N, D, p

Output: The optimal SPNE z°° = {z;° : Vn € N'}
1 if 3k € N such that (N —k)D < hy < (N+1—k)D then
2 Find the client [ where
l=min{n e N:1<n<k-12>B.};
3 Compute the maximum amount of local data z}"
that converted contributors can choose by solving
(13);
4 Solve the optimization problem (22);
5 Announce to each client n € A the optimal SPNE:

0, ifn <l
e ifi<n <k
Tn = zy, ifn=k;

D, ifn>k

6 else if Im € N such that h,, < (N —m)D < hy,11 then

Find the client [ where
Il=min{fn e N :1<n<m, g:i >B;};

8 Compute the maximum amount of local data zh

that converted contributors can choose by solving

17);

9 Solve the optimization problem 4);

10 Announce to each client n € N the optimal SPNE:

0, if n <1
2% =22, ifl<n<m;
D, if n > m.

11 end

We can derive x¢] by solving the following optimization
problem with respect to z.:
max (m—14+ 1)z + (N —m)D
st. 0<x. < a:fh,
§ Z 5th (ZCOS).

(24)

Similarly, we can use greedy algorithms to solve the above
univariate optimization problem.

Algorithm 2 shows the procedures for the central server
to calculate and announce the optimal SPNE of Game ZEUI To
calculate the optimal SPNE of Game 2, the central server first
needs to check whether the critical client & exists (Line 1 and
Line 6 in Algorithm 2). Then the central server calculates the
minimum number of free riders in cross-silo FL under the
optimal SPNE, which depends on each client’s valuation-
computation ratio £* and the value of B, or By, (Line 2 and
Line 7 in Algorithm 2). The central server then calculates
the maximum amount of local data z!" that the converted
contributors can choose under the optimal SPNE, by solving
(13) or (17) (Line 3 and Line 8 in Algorithm 2). Finally the
central server solves the optimization problem or
and announces the optimal SPNE strategy x/° to each client
n € N (Lines 4-5 and Lines 9-10 in Algorithm 2).

Algorithm 2 has a linear complexity of O(D). More
specifically, checking whether the critical client k exists (Line
1 and Line 6) has a complexity of O(N). Calculating the
number of free riders (Line 2 and Line 7) has a complexity

10. Note that the change in the number of clients participating in
the federated learning process due to battery power and occasional
disconnections in a mobile computing environment will not affect
Algorithm 2.
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of O(N). Calculating the maximum amount of local data z}"
(Line 3 and Line 8) has a complexity of O(log D). Solving the
optimization problem (Line 4 and Line 9) has a complexity
of O(D). Since the number of clients in cross-silo FL is
always small, we usually have N < D [4]. Therefore, the
overall complexity of Algorithm 2 is O(D).

5 SIMULATION RESULTS

In this section, we first evaluate the performance of our
proposed optimal SPNE and show its scalability. We then
compare the optimal SPNE with two related methods.

We conduct simulations on the dataset MNIST using
FedAvg [11]. The dataset MNIST contains 60000 figures of
handwritten digits, which has been widely used in many
existing works on FL, e.g., [46]. We assume that there are
N = 100 clients since the number of clients in cross-silo
FL is always small [4]. Because clients in cross-silo FL are
usually companies or organizations which have plenty of
data, we assume that each client has a local data set with
D = 10000 local data samples randomly chosen from
MNIST [47]. We assume that the number of iterations in
one cross-silo FL process is G = 50 under which the
FedAvg algorithm can converge [48]. For simplicity, we
assume that the computation cost coefficient of each client
is E = 0.985 x 10~® CNY[] We assume that the valuation
for global model accuracy of client n is p,, = n X %, and
the discount factor of each client is § = 0.8.

5.1

In this subsection, we evaluate the performance of our
proposed optimal SPNE in terms of two important metrics:
the number of reduced free riders Ny and the total data
contribution ratio R4. The number of reduced free riders is
the difference between the number of free riders at the NE of
the stage game and the number of free riders at the proposed
optimal SPNE. The total data contribution ratio is the ratio
between the total amount of local data for model training at
the optimal SPNE and that at the NE of the stage game, i.e.,
Rqg =3 en 0/ > nen Tn- To show the scalability of our
proposed SPNE, we will show how the above two metrics
change with the number of clients N and the size of each
client’s local data set D.

The impact of the number of clients N. We show how
the number of clients IV affects the number of reduced free

Performance and Scalability

11. According to Amazon Lambda Pricing [49], each request is
charged 1.36 x 10—6 CNY, and the price per millisecond is 1.42 x 10—8
CNY. Our assumption is roughly consistent with [49].

Fig. 5. Ny under different D Fig. 6. R4 under different D

riders Ny and the data contribution ratio 24 in Fig. 3 and
Fig. 4 respectively.

Fig. 3 shows that the number of reduced free riders
increases with N. In Fig. 3, the red dots represent the case
where the critical client k exists, and the blue dots represent
the case where the critical client & does not exist. As N
increases, at the NE of the stage game SPFL, the global
model trained by the contributors with high valuation-
computation ratios is good enough, and hence the contrib-
utors with low valuation-computation ratios may become
free riders to reduce their total costs. Thus more clients
will choose to be free riders with the increase of N. Our
proposed optimal SPNE can convert most free riders into
converted contributors and thus solves the free-rider problem
effectively even when N is large.

Fig. 4 shows how the data contribution ratio R; changes
with N. Specifically, when the critical client k exists, the
data contribution ratio R4 generally increases with N. As
N increases, the optimal SPNE can make the the majority
of free riders choose to be converted contributors and thus
increase the data contribution ratio. When & does not exist,
under the same number of free riders, the data contribution
ratio decreases with N (the blue dots). The reason is that
under the same number of free riders, a larger N indicates
more contributors, and hence a larger amount of local data
for model training, which leads to a global model with a
higher model accuracy at the NE of stage game. Therefore,
the converted contributors under the optimal SPNE choose
a smaller amount of local data for model training to reduce
the computation cost. Our proposed optimal SPNE can in-
crease the amount of total data for model training compared
with the NE of the stage game, even when NV is large.

In summary, when more clients participate in cross-silo FL,
the selfish participation behavior leads to more free riders. Our
proposed optimal SPNE can effectively reduce the number of free
riders by up to 99.3%[7] and increase the amount of local data
chosen by clients to perform model training by up to 82.3%{15]
Our proposed optimal SPNE performs well even when N is large,
which shows the scalability of our work.

12. In Fig. 3, when N = 200, we can calculate that k = 138 and [ = 2.
In other words, there are 137 free riders at the NE of the stage game
while there is only one free rider at the optimal SPNE. We reduce the
number of free riders by 99.3%, i.e., 13173; = 99.3%.

13.In Fig. 4, when N = 181, we can calculate that m = 120.
Furthermore, the total amount of local data for model training at the
optimal SPNE is 1112299, and the total amount of local data for model
training at the NE of the stage game is 610000. In this case, the total
data contribution ratio is 161110 299 — 1.823. Equivalently, the amount of
local data chosen by clients to perform model training is increased by

82.3%.




The impact of the size of each client’s local data set
D. We show how the parameter D affects the number of
reduced free riders Ny and the data contribution ratio R4 in
Fig. 5 and Fig. 6 respectively.

Fig. 5 shows that the number of reduced free riders
increases with D. When D is small, to achieve a good global
model with a high model accuracy requires many clients to
choose to be contributors to perform model training, and
hence there are few free riders at the NE of the stage game.
When D is large, a small number of contributors can train
a good global model since each client has a large amount
of local data to perform model training, and hence there
are many free riders at the NE of the stage game. Our
proposed optimal SPNE can convert most free riders into
converted contributors and thus solves the free-rider problem
effectively, even when D is large.

Fig. 6 shows how the data contribution ratio R; changes
with D. Specifically, the data contribution ratio I74 generally
increases with D. When D is small, the curve increases
quickly with D, and when D is large, R, increases slowly
in a zigzag pattern. When D is small, there are few free
riders at the NE of the stage game, and hence there is
no much room to increase the amount of local data for
model training. As D increases, under the optimal SPNE,
converted contributors choose a positive amount of local
data to perform model training, which increases the amount
of chosen data by up to 81.2%. The subfigure in Fig. 6
shows the zigzag shape of the curve under the same number
of free riders. Note that the cooperative strategy of the
critical client £ is x;, which decreases with D as calculated
in Theorem 1, while the cooperative strategy z°°°? of the
converted contributors increases with D. Hence the total
amount of local data remains unchanged at the beginning of
the curve. When k does not exist, under the same number
of free riders, the data contribution ratio decreases with D.
The reason is that a larger D leads to less accuracy loss, so
the converted contributors will use less data for training to
reduce the computation cost. Our proposed optimal SPNE
can increase the amount of total data for model training
compared with the NE of the stage game, even when D is
large.

In summary, when each client in cross-silo FL has more local
data samples, the selfish participation behavior leads to more
free riders. Our proposed optimal SPNE can effectively reduce
the number of free riders by up to 98.5%, and increase the
data contribution by up to 81.2%. Our proposed optimal SPNE
performs well even when D is large, which shows its scalability.

We also evaluate the performances of our proposed
optimal SPNE under other system parameters such as the
number of iterations G, the computation cost coefficient £,
and the discount factor 6. Due to space limit, we put detailed
discussions in Appendix H.

5.2 Comparisons with Related Methods

In this subsection, we compare our proposed solution with
two related methods. One is a free-rider detection method
called DAGMM proposed in [50], which can effectively
detect free riders and only aggregate the updates of (partial)
contributors at the server. The other is a contract-based in-
centive mechanism for FL proposed in [16]. In the following,
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we show the comparisons between our method and the
above two methods under different system parameters (i.e.,
the number of iterations G and the discount factor &)

Fig.[7]and Fig.[8|show the comparisons of the three meth-
ods under different values of G. A larger G means more
iterations in one cross-silo FL process, in which case clients
can achieve a global model with a higher model accuracy.
Fig. [7| shows that among the three methods, our method
achieves the largest number of contributors under different
values of G. Specifically, under our method, the number
of contributors remains unchanged and almost all clients
participate in the training. Under the DAGMM detection
method, the number of contributors decreases with G. Un-
der the contract design method, only 20% clients participate
in the training. The reason is that under a larger G, the
global model trained by contributors with high valuation-
computation ratios is good enough, and hence contributors
with low valuation-computation ratios for the global model
accuracy may change to be free riders. Therefore, the num-
ber of contributors under the DAGMM detection method
decreases with G. Under the contract design method, since
the change in G does not affect the number of clients that
are provided with a positive contract item, the number
of contributors remains unchanged. Our proposed method
can effectively motivate almost all free riders to become
converted contributors.

Fig. |8 shows that our method has a larger amount
of training data compared with the other two methods.
Specifically, under our method, the total amount of training
data first remains unchanged, and then gradually decreases.
The reason is that a smaller G leads to a smaller threshold
discount factor of clients. So when G is small, converted
contributors will participate in training with all local data.
As G increases, converted contributors can use only part
of local data in training. Under the DAGMM detection
method, since the number of contributors decreases with
G, the total amount of training data also decreases with G.
Under the contract design method, since the change in G
does not affect the number of contributors, the total amount
of training data remains unchanged.

Fig. 0] and Fig. [I0] show the comparisons of the three
methods under different values of 4. Fig. O] shows that
the number of contributors under the three methods does
not change with the discount factor §. The reason is
that the number of free riders depends on the valuation-
computation ratios {Z* : Vn € N}, the bounds {B, :

14. We also show the comparisons under different values of N, D and
E in Appendix H.
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Vn € N}, and the local data set sizes {D,, : Vn € N}, and
is independent of §. Our method can motivate almost all
free riders to become converted contributors, and hence our
method has distinct advantage over the other two methods.

Fig. shows that our method has a larger amount
of training data compared with the other two methods.
Specifically, under our method, the total amount of train-
ing data first increases with §, and then remains to be
a constant when ¢ is larger than 0.87. A larger discount
factor § indicates that converted contributors are more pa-
tient, and hence they are more willing to choose a larger
amount of local data to reduce the long-term discounted
total cost. When converted contributors are patient enough,
ie., 6 > 0.87, they will perform model training with all their
local data. Under the DAGMM detection method and the
contract design method, the numbers of contributors remain
unchanged, and the contributors under these two methods
participate in training with all their local data. Thus the
amounts of training data of these two methods also remain
unchanged.

6 CONCLUSION

In this work, we analyze clients’ selfish participation be-
haviors in cross-silo FL. We model the interactions among
clients in a single cross-silo FL process as a selfish partic-
ipation game and derive its unique Nash equilibrium. We
show that clients’ selfish participation behaviors lead to free
riders at equilibrium. The existence of free riders hampers
clients” long-term participation in cross-silo FL. We model
clients’ interactions in the long-term cross-silo FL processes
as a repeated game. We derive the optimal SPNE that can
minimum the number of free riders while maximizing the
amount of local data for model training. Simulation results
show that our derived optimal SPNE can effectively reduce
the number of free riders by up to 99.3% and increase the
amount of data for training by up to 82.3%. For future work,
it is interesting to analyze the interactions among clients in
the incomplete information scenario where clients do not
know the participation strategies of other clients or in the
asymmetric information scenario where the valuation for
global model accuracy and the computation cost coefficient
are the private information of each client.
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APPENDIX A
PROOF OF LEMMA 1

Take the first-order derivative of (5) and let it to be 0, that is,
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the total cost of each client n, calculated in (5), de-

2
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Do/ eN n'£n Zp+) and increases monotonically in the inter-

2
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Since the strategy of client n is in the range [0, D,,], we
know that the best response of each client n to minimize its
total cost is:
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APPENDIX B

PROOF OF THEOREM 1

We will prove that under the Nash equilibrium, no client
can get a lower cost by changing its strategy while keep-
ing other clients’ strategies unchanged. Here we denote
Y/ 1 5%2 = D eN i n Tnr) @s P! for convenience and zpP*
is the s%ationary point of the cost function of client n.

When the critical client k exists, for client k, the station-
sl Pk

4GE}

(N — k)D, because (N — k)D < ¢/ 45% < (N -k+1)D,

we can get 0 < xzpt

ary point of client k’s cost function is z{** =

< D, the best response of client £ is
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TABLE 1
Key Notations

Symbol Physical Meaning
N The set of clients participating in cross-silo FL
Dn The set of local data of clientn € N
D, The number of local data samples in set D,,
Xn The subset of local data that client n chooses to
perform model training
Ty The size of the chosen subset X,
The vector of clients’ chosen strategies
B The total amount of chosen local data, i.e.,
B = Zne./\/' In
dn; The i-th data sample in set X,
w The parameter vector of the global model
L(w) The global loss function under w
L, (w) The local loss function of client n under w
l(w; dy;) The loss function for data sample d,,; under w
G The number of iterations in a cross-silo FL process
A(x) The model accuracy loss under «
E(zn) The computation cost of client n
Cr The communication cost of client n
D The payment that each client pays the central server
on Client n’s valuation for the model accuracy
Fn(Tn, —n) The total cost of each client n € N

When the critical client £ does not exist. There must exist
a client m as mentioned in Case 2 in Theorem 1.

. 2
For client m, z0' = {/;5%- — (N — m)D. Because
2
3/ _p; 3/ _Pm+1 opt
crz, < (N —m)D < 1GE2, .,/ Pt < 0, so the best
response of client m is 22F(x_,,) =
2
For client m — 1, 22" | = ¢ 45}37;1 —(N-m)D <

b, 45% — (N —m)D < 0, the best response of client m — 1

iszB8 ) (x_(y,_1)) = 0.Similarly, 2P (x_1) = 28 % (x_2) =
=2BR(z_,,) =0.

. Opt __ 3 P%n,+1 _ _ _
For clientm+1,r,," | = Virerz: (N—-m—-1)D > D,

the best response of client m + 1is 5%, (x_(41)) = D.

2
. ¢ p
For client m + 2, 2%, = 3/ =242 (N —m —2)D —
T2 T cE 5 )
2 2
BR _ 3/ Pmg2 3/ Pm+1
xm—i-l(wf(m«kl)) - \/4GE72”+2 - \/4GE,,2”+1 +D > D, the best

response of client m + 2 is xﬁﬁQ(w,(mH)) = D. Similarly,

B (@ (ngr)) = B8y (@_(my2) = - = e (x_N) =

We can see that under this strategy, each client’s strategy
is the best response to other clients’ strategies, so this
strategy is the Nash equilibrium of Game 1.

APPENDIX C
PROOF OF THEOREM 2

We will prove Theorem 2 by mathematical induction. For
convenience, we denote ¢{ 45?]:32 as h,,. We will prove that
no matter what initial strategieg clients choose, they strate-
gies will eventually converge to the Nash equilibrium.

(1) There are two clients y1,¥2, ¥y1 < y2, whose initial
strategy is a and b respectively, a,b can be any value in
[0, D). For client y;, he will calculate the stationary point
of his cost function %" = h,, — b, now we suppose
hy, —b € [0,D], so the best response of client y; is




xw)®(x_,,) = hy, —b. Then client y, will calculate the
stationary point of his cost function P = h,, — hy, + b,
here we still assume h,, — hy, +b € [0, D], so the best
response of client yo is epF(@_y,) = hy, — hy, + b
Then client y; will update his best response zf(x_,,) =
hy, — hy, + hy, — b. Client y» will update his best response
(@ _y,) = hy, — hy, + hy, — hy, + b. As this process
goes on, we can see that Ty IR(w,yl) continues to decrease
from hy, — b and zJ"(x_,,) continues to increase from
b until one client reaches the boundary, i.e.,, 0 or D. Let’s
assume that client y; reaches the boundary 0 first, ie.,
x%ﬁ(w,yl) 0,25 (x_y,) < D.Soxf" = hy,—0 = hy, =

(@ _y,), 2P = hy,—hy, <0,z (x_,,) = 0.Iteventu-
ally converges to z;, = 0,zy, = hy,. Similarly, if y, reaches
the boundary D first, i.e., ] (x_,,) > 0,2} (x_,,) = D).
So zgP* = hy, — D > 0, xBR(a;_yl) = hy, — D, z0P" =
Pys hy1 +D > D,xzf (m_yz) D. It eventually converges
to x = hy, — D, x = D. It illustrates that no matter
which client Choose which value, it will always converge to
the Nash equilibrium under the condition p; < ps.

(2) Suppose when there are n clients who satisfies g—l <
gz < e < gflvv there initial strategies are a1, a2, -+ ,an €
[0 D] respectlvely Their strategy will eventually converge
to the Nash equilibrium:

vy =ay = =a5_; =0, =hp—(N—-k)D,x} | =
Tp,g =+ =y = D (Similarly if £ don’t exist).
(3) When there are n + 1 clients who satisfies %11 <
2o< < B JPENA, their initial strategies are
2 N N+1 .
ai,az,- - ,an,an+1 € [0, D]. According to (2), the last N

clients will eventually converge to the Nash equilibrium
beacuse they satisfy the condition £2 < ... < £ < ZNEL
. . 2 N N1

When client y; adds to the list, let’s see what will happens
from the converge point of the last IV clients.

We have discussed that there may have two situations.
We first consider that there exists a critical client £ 41 in the
interval. The last NV clients will eventually converge to the

form

0, if yo <1 < Ypt1;

zy, = b — (N —k)D,  ifn = ypi1; (29)
D, if yp11 <n < N.

When clients y; adds to the list, lel’f = hy, — (N —

k)D — xy, . . According to (2), we know that z(P' =
hy2

— (N =k)D —aj, . <0.We know that hy, > hy,, so

zgPt < 0,z (x_,,) = 0. Then calculate the best response

of the other n clients, x "pt =hy, — (N —k)D . <0,

xBR(x—lm) =0,---, x’lojzlzil = hUk+1 - (N-k)D € [0,D],

xiﬁl (CB Uk+1) - hvk+1 (N k)D xio/l;iig h"l]k+2 (N_

k)D — wyk+1 +D > D :L.'Uk+2 (:B*Uk+2) =D, xlollzir:l
+D > D, zBE

hyN+1 (N k) YN+1 ((L‘ yN+1)
we eventually get

D,

yk+l
0, if y1 <1 < Ypga;

zy, = b1 — (N —k)D,  if n = ypi1;
D, if yp+1 <n < N.
Similarly, when we consider that there does not exist the

critical client k£ + 1 in the interval. The game will eventually
converge to

(30)
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ify1 <n < Ymg1s

31
if Y1 <n < N. (1)

0
x, = { '

D,
According to (3), when there are n+ 1 clients who satisfy
pL P2 o LN LNl
N <. E; < < Ex Enii’ no n'watter no. matt'er
what initial strategies clients choose, their strategies will
eventually converge to the unique Nash equilibrium. So far,
we have proved the uniqueness of Nash equilibrium.

APPENDIX D
PROOF OF CONCAVE GAME AND CONVERGENCE

We will discuss the convergence of the best response update
process. we first prove that the stage game SPFL is a concave
game.

Definition 2 (Concave Game). A game with a finite number of
players and continuous action sets is a concave game if (i) every
player’s action set is compact and convex, and (ii) every player’s
payoff (or utility) function is concave in its own strategy [51].

We next show that the stage game SPFL is a concave
game.

Lemma 2. Game 1 (i.e., the stage game SPFL) is a concave game.

Proof. To prove that Game 1 is a concave game, we prove
that Game 1 satisfies the conditions in Definition [2| Specifi-
cally, the strategy space of client n is [0, D, ], Vn € N, which
is compact and convex. The cost function that client n aims
to minimize is F,,(Tn,Z_p) = pnA(xn, z_y) + En(zy) +
Ch + p. Taking the second-order derivative of the cost func-
tion F, (£, ®_,,), we get Fl, (z,,@_,) = 3pn

E N
A4/ G(zpt+x_pn)®

0. Thus each client’s cost function is convex in its own
strategy. This completes our proof. O

Concave games have a nice property that when the
NE is unique, the best response update process is glob-
ally asymptotically stable (see Theorem 8 and Theorem 9
in [51]). Furthermore, starting from any feasible strategy
profile, the best response update process always converges
to the unique NE of the concave game [51]. We have
proven that the stage game SPFL admits a unique NE if
g < B < - < 2%, and we show the best response
update process for clients in Algorithm [3 in the appendix.
Specifically, all clients begin with a random participation
strategy (Line 1). Then each client updates its participation
strategy (i.e., best response update) to minimize its total cost
given other clients’ strategies (Line 4) until convergence.

Proposition 1. The best response update process in Algorithm
in the appendix converges to the Nash equilibrium of Game 1.

APPENDIX E
PROOF OF THEOREM 3.

First, we prove a lemma that guarantees B,, < O,, and B;,, <
0,
Lemma 3. For k € N, we have B,, < O,,, and for m € N, we
have B, < O,,.



Algorithm 3: Best Response Update Algorithm

1 Initialization Set iteration round r = 0. Each client
n € N starts with a random participation strategy
zn(r =0) € [0, D];

2 repeat

3 foreach n € N do

4 Best response update: client n updates its

participation strategy according to:

Zn(r) = argmin F, (zn, x—n(r)) =

zy €[0,D]

: 02
min {Dn,max{ 1GE?

- Zn'EN,n’#n Lt
5 end

6 Update the strategy profile and the iteration round:
z(r+1)=x(r)andr =r+ 1.

7 until x converges;

Proof. Set the function f(k):

_ (N —K)D + z})*
f(k)SDkJrZ\/ (N—n)D+a} (32)
Take the first derivative of f(k):
fn B (N —Fk)D +«,
f'(k)=3D—-3D (N—nDta >0keN. (33

The minimum value of f(k) in the domain [n, N]is f(n):

f(n) = (2N +n)D + 2z}. (34)
Then we know that f(k) > f(n), so
(N = K)D + z})* "
3Dk+2\/ (N—m)D 1z > (2N +n)D + 2z;,. (35)

Deal with the inequality (35), we can get
DVG . 2V/G((N —K)D +z})?

1 — 1 = _
V(N=k)D+=z}  \/(N—n)D+aj, k—mn

(36)
O

When the critical client & does not exist, the process is
similarly to the above, and we will not repeat it.

Then we will prove that under the cooperative strategy,
each client’s cost is less than that at the NE of Game 1.

We denote Fj(x®°P) — Fij(x*) as H;(xz°°P), which is
the difference between the cost under cooperative strategy
and the cost at the NE of Game 1. If H;(z°°?) < 0,
the cost of each client under cooperative strategy is less
than that at the NE of Game 1. Spec1f1cally, Hy(z°°P) =

Pl 1 coo
Ve (k—Daeoor o+ (N-R)D  \/(N— k)D+ =) + Eaeor.

Take the first derivative of H;(x°%):

" (h.coop\ _ _ pi(k=1)
Hy(x%) = Ey 2/G((k=D=oor i +(N—F) D)
When 2 > By, H,(0) < 0,H,(0) = 0, H,(+00) > 0.

It's easy to know that H (x°°°P) is a monotonically in-
creasing function of mco"p, so the curve of H;(xz°P) is a
curve that monotonically decreases and then monotonically
increases, like a parabola with an upper opening. When
g—ll > Oy, H(D) > 0, the unique intersection of H;(z°°°P)
and the z°°P axis at (0,4o00) is larger than D, so the
maximum amount of local data that client { can choose

(r),O}}.
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under the cooperative strategy is z}" = D. The k — I
converted contributors can choose any same strategy on
(0, D] as their cooperative strategy. This strategy can reduce
their cost. When B; < gll < Oy, Hi(D) > 0, the unique
intersection of H(z°°°P) and the z°°°P axis at [0, +-00) is the
solution of the implicit function (13), we set it as :z:fh(g—ll) So

aj* = x{"(4), the k — I converted contributors can choose
any strategy on (0, z{"( £-)) as their cooperative strategy.
This strategy can reduce their cost.

When %z < DBy, it means Hl (0) > 0,H;(0) = 0,
H;(x°°°P) is a monotonically increasing function of x°°°?,
so there is no intersection at (0, +00), all free riders should
choose 0 as their strategy. If £ < By, 22 < By, -+, ]’;’; - <
Bj,—1, it means that there will not exist a cooperative strat-
egy that can reduce the cost of each client at the same
time, so all client will not cooperate and play the NE of
the stage game. The reason of this situation is clients has
low valuation for the accuracy of the global model. With the
increase of training data, the local model is good enough
and the global model has small improvement. The reduction
of accuracy loss is very small (i.e., the difference of accuracy
loss between the NE of stage game and cooperative strategy
of repeated game), while the impact of computation cost
is very significant. Any increase in data will lead to the
increase of total cost.

Now we will illustrate why each client can reduce their
cost under the cooperative strategy.

According to Theorem 3, clients 1,2, - - -
0 as their strategy. Because (k — )z + x} +
(N — k)D + z}, we can get

, I—1 will choose
(N—-k)D >

P1 1
H xcoop _
1( ) \/a(\/(k*l)xcoop‘i’x]t‘i’(ka)D (37)
1
)< 0
(N —k)D +z;
Slmllarly, Hz( COOP) < 0 HlCO(ip <0.
Because > B, we can get
Pl 1
H xcoop _ _F
1 ) \/a( V (k= l)zcoor + 25 + (N — k)D 38)
1
+ E coop <0.
(N k)D Y k ) T

By transplanting the inequality, we can get

\/éxcoop
% > - - .39

V(N—k)Dtw;,  \/(k—l)az=oPta;+(N—k)D

Because 7 < - <. < Z=, we can get
Pl+1 _ PL > vV Geoop
L B L — L
V(N=k)D+azj,  \/(k=Dacoor+ai+(N—k)D
(40)
By transplanting the inequality, we can get
Pl+1 ( 1
VG /(k—1)zeor + 27 + (N — k)D
1
=) + E1112°°P = Hppq (2°°°F) < 0.
(N —k)D + z},

(41)



Note that the difference between H;(z°°°?) and
Hiy1(x°°°P) lies in p; and Ej. k — [ remains unchanged
because it represents the number of converted contributors,
which is unrelated with the subscript of function H;(z°°°P).

Similarly, =~ we can get  Hjyo(x°P) <
0, , Hg—1(x°P) < 0.

For client £, his cooperative strategy is =}, we can get

Pk( 1
VG (k= 1)zcor + 2 + (N — k)D
1
(N—k;)D—i-x;;) <0

For client k 4 1, his cooperative strategy is D, we can get

(42)

Hk (mcoop)

Pk+1( 1
VG (k= D)xcoor + x5 + (N — k)D

) <0.

Hk+1 (:Ecoop)

1
(N —k)D+z},

(43)

Similarly, Hk+2 (xCOOP) <0,---,Hn (xcoop) <0.

APPENDIX F
PROOF OF THEOREM 4.

We will prove that under the cooperative strategy, each
client can reduce their cost under the cooperative strategy.
Similarly to the proof of Theorem 3, F(x®°°?)—Fj(z*) =
H;(x°°°P) which is the difference between the cost under
cooperative strategy and the cost at the NE of the Game
s coop\ _— _PL_ 1
1. Specifically, H;(xz°°P) \/5(\/(7n—l+1)xcwp+(N—m)D
1 coop
T T B
Take the first derivative of H;(x°P):

" ( pcoop) — (m—I+1)p;
I{l(m ) El 2\/G N— m)DJr(m l+1) coop)

When £ > By, H/(0) < 0,H;(0) = 0, H,(+00) > 0.

It's easy to know that H (x°°°P) is a monotonically in-
creasing function of xc""p, so the curve of H;(xz°P) is a
curve that monotonically decreases and then monotonically
increases, like a parabola with an upper opening. When
% > OZ, H;(D) < 0, the unique intersection of H;(z°°°P)
and the z°°P axis at (0,+o00) is larger than D, so the
maximum amount of local data that client { can choose
under the cooperative strategy is z!" = D. The m — [ + 1
converted contributors can choose any same strategy on
(0, D] as their cooperative strategy. This strategy can reduce
their cost. When B < § < O, Hi(D) > 0, the unique
intersection of H;(z coon ) and the x°°P axis at (0, +00) is the

solution of the implicit function (17), we set it as wfh(g—"l),
so zj" = x{"(4). The m — 1 + 1 converted contributors

can choose any strategy on (0, z$"( £-)) as their cooperative
strategy. This strategy can reduce their cost.

When % < B, it means H,(0) > 0,H;(0) = 0,
H;(z°°°P) is a monotonically increasing function of z°°°?,
so there is no intersection at (0, 4+00), all free riders should
choose 0 as their strategy. If £+ < B, 2 £ < By, -, <

B, , it means that there will not exist a cooperative strategy
to reduce the cost of each client at the same time, so all client
will not cooperate and play the NE of Game 1. The reason
is the same as in the proof of Theorem 3.
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According to Theorem 4, clients 1, 2, - - - ,[—1 will choose
0 as their strategy. Because (m — [ + 1)z + (N —m)D >
(N —m)D, we can get

1
H+ (zco0P
1(#7) = \F V(m — 1+ 1)z¢ + (N —m)D
! (44)
- — ) <0.
(N —m)D
Similarly, Hg( COO”) <0, , Hj_1(x°°P) < 0.
Because £- > B,, we can get
HZ(I'COOP) 1
\F V(m — 1+ 1)z¢0r + (N —m)D (45)
1
— ) + Ejz®? <0.
(N—-m)D
By transplanting the inequality, we can get
G pcoop
B> VGs . (46)
t \/(N—m)D N \/(7n—l+1)xcoop+(N—m)D
Because ‘” < gllill << %’:’L, we can get
G pcoop
N ——— @)
i+1 b JN—mb  fm—it)zeoort(N—m)D
By transplanting the inequality, we can get
Pi+1 ( 1
VG /(m =1+ 1)z + (N —m)D )
1
— )+ E;112°°°P = H; 1 (2°°P) < 0.
(N—m)D) I+1 11 ( )

Similarly, we can get Hj42(2%°P) < 0,--- , Hp, (2°°°P) < 0.
For client m + 1, his cooperative strategy is D, we can
get

Pm+1 1
Hm 2€00P
+1( ) \/*(\/ —1+1 $COOP+(N—m)D
1
- ) <.
(N —-m)D
(49)
Similarly, H,,2(2°) < 0, -+, Hy(2°°°P) < 0.

APPENDIX G
PROOF OF THEOREM 5
Here we assume cooperative free riders choose 2°°°P as their
cooperative strategy.

For client n, when client n utilizes the cooperation of
other clients to achieve the least cost at current time slot.
The cost function of client n is

pn( 1
G /(k—1—1)zcP + x5 + (N —
1

+—=)+ B+ Cp +p.

KYD+x  (50)



Set F, (zlest)’ = 0, we can get

2
z= ,3/45752 —(k—1—1)z%? — (N — k)D — a
k. n
AGE?

< 3
— \ 4GE?
< 0.
Similarly, for client I + 1,--- ,k — 1, the point at which
the cost function minimizes is 0. So we can calculate the
threshold discount factor 6! (x°°°P) of client I:

(1)

_ (k _ l _ 1)xC()Op

sit goor) _ FUl) = F(alze)
Fi(@r) = Fi(alye)
\/(kfl)zCOOPia::+(N7k)D N \/(kflfl)xc"":’+xz+(ka)D
\/acz+(11\/—k>)D N \/(k—z—1)xcoozlo+x;+(N—k)D
. E,z¢0oP /G
pl(\/mz+(11\/—k)D - \/(k—z—1)mcovzlv+x;+(N—k)D)

(52)
It's easy to see that the threshold discount factor of
§th(x°°°P) decreases with the increase of £, 50 we can know
that the threshold discount factor of client [ is larger than the
threshold discount factor of other converted contributors,
ie., 6{"(x0P) > o (OP) > - > S (xooP).
For client k, similar to client [, we can get the point at
which the cost function of client £ minimizes, which we
denote as et

least __ 07 if -TZ - (k - Z)l’COOP S 0,
T T 2 = (k= Da®, 0 < af — (k — D)@ < D.
(53)
The cost function of client k& under this strategy profile
is:
Fk(ﬂ?é@eam") _
Pk 1 1
— + —=)+
VG (k= Daeor 1 zleast 4 (N — k)D et
Ekxgceast + Ck + p.
Then we calculate the threshold discount factor of client
k:

Fk-(.’BCOOP) _ Fk(wgceast)

5th coopy _ .
k (.’B ) Fk(wp“”) o Fk(a?%f(wt)

(55)

For client k£ + 1, we can get the point at which the cost

function of client £+1 minimizes, which we denote as xfﬁt,

2
here we denote {/ 45’5%11 —(k—=1)xz°P -z —(N—k—1)D

as x}ﬂ? for convenience,
0, if 2 < 0;
Ziesst = S ain if 0 < 2t < D; (56)
. min
D, if o7 > D.
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Fig. 11. Ny under different G Fig. 12. R4 under different G

The cost function of client k+1 under this strategy profile
is:
Fk+1(£l:lea8t) _
Pk+1 ( 1 n 1
VG (k= Dzeoor + a5 + (N —k—1)D +alest /G
Bz 4 Cryr +p-

)+

(57)

Then we calculate the threshold discount factor of client
k+1:

Fry1(x0P) — Fiopq (zies")

Sty (0P = NGS)

k+1( ) Fk+1(wpun) _ FkJrl(iL'g:j:it)
Similarly, for client k42, - - - , N, we can get their thresh-
old discount factor 8} , (€°°°P), - - - , 04! (°°°P) respectively.

When the critical client & does not exist, the process is
similarly to the above, and we will not repeat it.

APPENDIX H
ADDITIONAL PERFORMANCES

We first show the impact of several system parameters
on Ny and Ry, including the number of iterations G, the
computation cost coefficient F, and the discount factor 4.
We also discuss the impact of the distribution of clients’
valuation parameters on the number of reduced free riders.

The impact of the number of iterations G. We show
how the number of iterations G affects the number of
reduced free riders Ny and the data contribution ratio R4
in Fig. nd Fig. [12]respectively.

Fig. |11] shows that the number of reduced free riders
increases with G. A larger G means more iterations in one
cross-silo FL process, in which case clients can achieve a
global model with a higher model accuracy. As G increases,
at the NE of the stage game SPFL, contributors with low
valuation-computation ratios for the global model accuracy
will change to be free riders, because the global model
trained by contributors with high valuation-computation
ratios under a large G is good enough. So the number
of free riders at the NE of the stage game increases with
the number of iterations G in cross-silo FL. The curve is
a stepwise curve, where each step (i.e., the interval of G
values) corresponds to a fixed number of free riders at the
NE of the stage game SPFL. When the critical client k exists
at equilibrium, its equilibrium strategy z; (calculated in
Theorem 1) decreases with G, until z} = 0 in which case, the
number of free riders at equilibrium increases by one. When
the critical client £ does not exist, the number of free riders
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at equilibrium does not change with G, until a contributor
changes to be a free rider. Our proposed optimal SPNE can
convert most free riders into converted contributors and
thus solves the free-rider problem effectively.

Fig. shows how the data contribution ratio Rq
changes with G. Specifically, when the critical client k exists,
the data contribution ratio R4 generally increases with G. As
we discussed in Fig.[11} the number of free riders at the NE
of the stage game increases with G, and there will be less
local data for model training. Since the equilibrium strategy
xy, of the critical client k£ decreases with G, converted con-
tributors will choose more local data for model training to
reduce their costs, and hence the total data chosen by clients
increases. When the critical client k£ does not exist, under
the same number of free riders, the data contribution ratio
Rg decreases with G. The reason is that under a larger G,
converted contributors will choose less local data for model
training to reduce the computation cost while achieving the
same global model accuracy. Under the same number of
contributors, the total amount of training data chosen by
converted contributors when the critical client £ exists is
less than that when the critical client & does not exist, thus
the blue dots are above the red dots under the same number
of contributors. Our proposed optimal SPNE can increase
the amount of total data for model training compared with
the NE of the stage game.

In summary, when each client in cross-silo FL has more local
data samples, the selfish participation behavior leads to more free
riders. Our proposed optimal SPNE can effectively reduce the
number of free riders by 98.4%, and increase the data contribution
by 80.9%.

The impact of the computation cost coefficient &. We
show how the parameter I affects the number of reduced
free riders Ny and the data contribution ratio R4 in Fig.
and Fig. [14] respectively.

Fig. shows that the number of reduced free rid-
ers increases with £ with a diminishing marginal return
effect. When FE is small, performing local model train-
ing incurs a small computation cost, and hence there are
few free riders at the NE of the stage game. When E is
large, clients experience a huge computation cost when
performing model training, and hence many clients with
low valuation-computation ratios choose to be free riders at
the NE of the stage game to avoid computation cost. Our
proposed optimal SPNE can effectively reduce the number
of free riders.

Fig. shows how the data contribution ratio Rg4
changes with F, and the trend of the curve is similar to
that in Fig. 6. Specifically, when the critical client k& exists,
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the data contribution ratio R; generally increases with F.
When E is small, R4 increases quickly with E, and when
E is large, Ry increases slowly in a zigzag pattern. When I
is small, there are few free riders at the NE of the stage
game, and hence there is no much room to increase the
amount of local data for model training. As E increases,
the cooperative strategy allows the converted contributors
to choose a positive amount of local data to perform model
training, which increases the amount of chosen data by up
to 81.6%. The subfigure in Fig. shows the zigzag shape of
the curve under the same number of free riders. The reason
is similar to that of the subfigure of Fig. 6.

The impact of the discount factor §. We show how the
discount factor ¢ affects the number of reduced free riders
Ny and the data contribution ratio Ry in Fig.[15|and Fig.
respectively.

Fig. shows that the discount factor § does not af-
fect the number of reduced free riders. The reason is
that the number of free riders depends on the valuation-
computation ratios { £~ : Vn € N}, the bounds {B,, : Vn €
N}, and the local data set sizes {D,, : Vn € N}, and is
independent of 4.

Fig. 16| shows that the data contribution ratio first in-
creases with §, and then remains to be a constant when
0 is larger than 0.87. A larger discount factor ¢ indicates
that converted contributors are more patient, and hence they
are more willing to choose a larger amount of local data to
reduce the long-term discounted total cost. When converted
contributors are patient enough, i.e.,, § > 0.87, they will
perform model training with all their local data, in which
case the data contribution ratio is Ry = 1.96.

The impact of the distributions of p. Fig. [17]shows how
the number of reduced free riders changes with G' under
three distributions of p: 80% low, 20% high; 50% low, 50%
high; and 20% low, 80% high. Here 80% low means the
valuation parameters of 80 clients are uniformly distributed
in (0,50], 20% high means the valuation parameters of 20
clients are uniformly distributed in (50, 100]. We can see that
there will be more free riders at the NE of the stage game
when more clients have low valuations for global model
accuracy. Our proposed optimal SPNE can convert most free
riders into converted contributors and thus solves the free-
rider problem effectively.

In the following, we compare our method with the
DAGMM detection method and the contract design method
under different system parameters (i.e., the number of
clients N, the number of local data samples D and the
computation cost coefficient E).

Fig. [18 and Fig. [19 show the comparisons of the three
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Fig. 18. The number of contribu- Fig. 19. The total amount of train-
tors under different N ing data under different N

methods under different values of INV. Fig. [18| shows that
among the three methods, our method achieves the largest
number of contributors under different values of N. Under
the DAGMM detection method, as IV increases, the global
model trained by the contributors with high valuation-
computation ratios is good enough, and hence the contribu-
tors with low valuation-computation ratios may become free
riders to reduce their total costs. When the global model is
good enough, if a new client joins the cross-silo FL process,
it is very likely to choose to be a free rider. Therefore, as N
increases, the number of contributors under the DAGMM
detection method remains almost unchanged, which implies
that the number of free riders increases. Similarly, under
the contract design method, the number of contributors
increases only when the new client is provided with a
positive contract item. Our proposed method can effectively
motivate almost all free riders to become converted contrib-
utors.

Fig. [19| shows that our method has a larger amount of
training data compared with the other two methods. The
reason is that almost all free riders at the NE of the stage
game choose to be converted contributors at the optimal
SPNE of our method and use a positive amount of local
data for model training. These free riders are abandoned in
the other two methods.

Fig. P0] and Fig. 21] show the comparisons of the three
methods under different values of D. Fig. 20] shows that
among the three methods, our method achieves the largest
number of contributors under different values of D. Specifi-
cally, under our method, the number of contributors remains
unchanged and almost all clients participate in the train-
ing. Under the DAGMM detection method, the number of
contributors decreases with D. Under the contract design
method, only 20% clients participate in the training. The

21

1e6

100
—— Optimal SPNE

90 1.0{ DAGMM Detection /«//

80 N ——— Contract Design

o

° —— Optimal SPNE

60 N DAGMM Detection
"~ -~ Contract Design

Contributors
Training data
°
Y

50

40 \"\'\..‘

T .2
30 °

P R — e een 0.0

15000 20000 5000

5000 10000 10000 15000 20000
D D

Fig. 20. The number of contribu- Fig. 21. The total amount of train-
tors under different D ing data under different D

100 .
. g \ —— Optimal SPNE
e ' rrrr DAGMM Detection
\ 0.8 “ --— Contract Design
¢ \ s
S 60 X —— Optimal SPNE 306 \
2 -~ DAGMM Detection | 2 AN
‘g 40 S -=-- Contract Design % 0.4 \.‘_‘ S~
o . = pa i
. ~— ——
20] mmemny e 0.2] ==mmy [
0 S - 0.0

Fig. 22. The number of contribu- Fig. 23. The total amount of train-
tors under different £ ing data under different £

reason is that under the DAGMM detection method, when
D is small, to achieve a good global model with a high
model accuracy requires many clients to be contributors,
and hence there are few free riders. When D is large, a
small number of contributors can train a good global model
since each client has a large amount of local data to perform
model training. Therefore, under the DAGMM detection
method, the number of contributors decreases with D. Un-
der the contract design method, since the change in D does
not affect the number of clients that are provided with a
positive contract item, the number of contributors remains
unchanged. Our proposed method can effectively motivate
almost all free riders to become converted contributors.

Fig. [21| shows that our method has a larger amount of
training data compared with the other two methods. Specif-
ically, under our method, the total amount of training data
first increases linearly with D, and then increases slowly
with D. The reason is that a smaller D leads to a smaller
threshold discount factor of clients. So when D is small, con-
verted contributors will participate in training with all local
data. As D increases, converted contributors can use only
part of local data in training. Under the DAGMM detection
method, since the number of contributors decreases with D,
the total amount of training data increases slowly with D.
Under the contract design method, since the change in D
does not affect the number of contributors, the total amount
of training data increases linearly with D.

Fig. P2 and Fig. 23 show the comparisons of the three
methods under different values of E. Fig. [22| shows that
among the three methods, our method achieves the largest
number of contributors under different values of E. Specif-
ically, under our method, the number of contributors re-
mains unchanged and almost all clients participate in the
training. Under the DAGMM detection method, the number
of contributors decreases with E. The reason is that when
E is small, performing local model training incurs a small



computation cost, and hence there are few free riders. When
E is large, clients experience a huge computation cost when
performing model training, and hence many clients with
low valuations for model accuracy choose to be free riders to
avoid computation cost. Similarly, under the contract design
method, the number of contributors first is a small positive
number, and then drops to 0 when E is large. Our proposed
method can effectively motivate almost all free riders to
become converted contributors.

Fig. shows that our method has a larger amount
of training data compared with the other two methods.
Specifically, under our method, the total amount of training
data first remains unchanged, and then decreases with F.
The reason is that a smaller E' leads to a smaller threshold
discount factor of clients. So when E' is small, converted
contributors will participate in training with all local data.
As FE increases, converted contributors can use only part
of local data in training. Under the DAGMM detection
method, since the number of contributors decreases with
E, the total amount of training data also decreases. Under
the contract design method, the change of the amount of
training data with E follows the same pattern as the change
of the number of contributors in Fig.
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