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Abstract

In this paper, preamble-based least squares (LS) chantiwlaéen in OFDM systems of the QAM and offset
QAM (OQAM) types is considered, in both the frequency and tihee domains. The construction of optimal (in
the mean squared error (MSE) sense) preambles is investigfatr both the cases of full (all tones carrying pilot
symbols) and sparse (a subset of pilot tones, surroundediliyy or data) preambles. The two OFDM systems are
compared for the same transmit power, which, for cyclic gré@iP) based OFDM/QAM, also includes the power
spent for CP transmission. OFDM/OQAM, with a sparse preansbhsisting of equipowered and equispaced pilots
embedded in zeros, turns out to perform at least as well a®FEPM. Simulations results are presented that verify
the analysis.

Index Terms

Channel estimation, cyclic prefix (CP), discrete Fouriansform (DFT), least squares (LS), mean squared error
(MSE), orthogonal frequency division multiplexing (OFDMjuadrature amplitude modulation (QAM), offset QAM
(OQAM), pilots, preamble.

I. INTRODUCTION

Orthogonal frequency division multiplexing (OFDM) is cently enjoying popularity in both wired and wireless
communication systems [2], mainly because of its immunitytultipath fading, which allows for a significant
increase in the transmission rate [23]. Using the cyclidipréCP) as a guard interval, OFDM can “reform” a
frequency selective channel into a set of parallel flat cenwith independent noise disturbances. This greatly
simplifies both the estimation of the channel as well as thevery of the transmitted data at the receiver. However,
these advantages come at the cost of an increased seypgiifiequency offset and Doppler spread. This is due

to the fact that, although the subcarrier functions areqo#lsf localized in time, they suffer from spectral leakage
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in the frequency domain. Moreover, the inclusion of the CRiiéna loss in spectral efficiency, which, in practical
systems, can become as high as 25% [2].

An alternative to CP-OFDM, that can mitigate these drawbadék provided by a filter bank-based variant
employing offset quadrature amplitude modulation (OQAK)pwn as OFDM/OQAM [12]. This scheme builds
upon a pulse shaping, which is achieved via (a) an IFFT/F&SeU efficient filter bank, and (b) staggered OQAM
symbols; i.e., real symbols, at twice the symbol rate of OFQMM, are loaded on the subcarriers [21]. This
allows for the pulses to be well localized in both the time dhe frequency domains. As a consequence, the
system’s robustness to frequency offsets and Dopplertefisdncreased [11] and at the same time an enhanced
spectral containment, for bandwidth sensitive applicatjds offered [1], [22]. Furthermore, although the two OFDM
schemes can be seen to exhibit similar peak-to-averagerpatie (PAPR) performances, the presence of spectral
leakage in OFDM/QAM may, ultimately, generate higher peawer values [24]. Moreover, the use of a CP is not
required in the OFDM/OQAM transmission, which may lead terehigher transmission rates [El].

Since nothing is free in this world, the previously mentidraglvantages of the OFDM/OQAM come at the cost
of subcarrier functions being now orthogonal only in thel fegdd, which means that there is always amrinsic
imaginary interference among (adjacent) subcarriersi|8is makes the channel estimation task for OFDM/OQAM
systems more challenging, compared to OFDM/QAM. OFDM/OQg&h&nnel estimation has been recently studied
for both preamble-based [13], [15] and scattered pilosedd9], [14] training schemes.

The focus of this paper is on the channel estimation taskdbasea preamble consisting of pilot tones. The
guestion of selecting these tones so as to minimize the eha&stimation mean squared error (MSE), subject to a
given training energy, is addressed. The cases faf/gpreamble, wherell subcarriers carry pilots, andsaarse
preamble, built upon isolated pilot tones embedded in nalle separately treatdl.t is shown that an optimal
sparse preamble for OFDM/OQAM can be constructed ithequispaced and equipowered pilot tones, where
denotes the channel length.

Related results have previously been derived for the cas€Rsbased OFDM/QAM (CP-OFDM) channel
estimation. In [19], it is shown that uniform spacing is thestchoice given that the pilot tones are equipowred.
Equispaced and equipowered pilot tones were shown in [3]etdhle optimal CP-OFDM preamble for a given
training energy that accounts only for the useful signatlwling the CP. This paper also revisits the problem of
optimally selecting the pilot tones in CP-OFDM, when theanirag energy constraint also includes the CP part. It
is shown that, in this case, the pilots should als@de:l. The effects of such a choice on the resulting PAPR are
also discussed. For optimal CP-OFDM full preambles, it suont that they can contain simply equipowered (not
necessarily equal) symbols. A method of constructing swetiors is also developed. In OFDM/OQAM, all equal

pilots result in optimal full preambles.

INevertheless, this advantage was partly given up in [16] a@P-based OFDM/OQAM system was proposed for the sake ditdting
the data reception process.

2These pilot arrangements are also referred tblask-rype and comb-type, respectively [5].

3This is no longer valid if there are suppresseitt(al) subcarriers. In such a case, the optimal placement is nifjorm [18].
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In the sequel, the task of using extra (more than the minimequired ;) pilot tones in a sparse preamble
is considered and it is shown that no extra gain is providedthErmore, the case of including data symbols in
addition to the pilots, in order to save bandwidth, is alsasidered and it is shown to result in a performance
degradation for both OFDM systems. Full and sparse preardile compared and turn out to ultimately yield
the same estimation performance. The comparison of op8peaise preambles for CP-OFDM and OFDM/OQAM
turns out to be generally in favor of the latter. We presemtusitions results that confirm the theoretical analysis.

The rest of the paper is organized as follows: In Sediibn #, describe the discrete-time baseband equivalent
model for the OFDM/OQAM and CP-OFDM systems. The way theowsipreambles are compared, in terms of
MSE performance, is detailed in Sectibnl Ill. Necessary far paper definitions and results are summarized in
SectionIV. Sectiol V is devoted to the comparative studyheffull versus the sparse preamble vectors, for both
the OFDM/OQAM and CP-OFDM systems. The usefof> L, pilot tones in a sparse preamble is investigated
in Sectio V). Our results concerning the various scenasfascluding data with the preamble are briefly presented
in Section[VIl. In Sectiori_VTIl, the MSE performances of thptimal sparse preambles associated with the two
systems are compared. An error floor analysis concerningddf@M/OQAM system is presented in Section] IX.
Simulations results are reported in Sectidn X. Sedfioh Xiabades the paper.

Notation. Vectors and matrices are denoted by bold lowercase and cqmeeletters, respectively. Superscriptand

H stand for transposition and conjugate transposition. Tdraptex conjugate of a complex numbeiis denoted
by z*. Also, y = v/—1. || - || is the Euclidean norm. For a matri4, (A); ; denotes itgi, j) entry. The expectation
and matrix trace operators are denotedHiy) andtr(-), respectively.,, denotes thenth-order identity matrix,

while 0,,, ., is the all zerosn x n matrix.

Il. SYSTEM MODELS

In this section, basic definitions of the CP-OFDM and OFDMAMDsystem models are presented, along with

some basic concepts that will be used in the sequel.

A. CP-OFDM

Given M subcarriers, the result of the OFDM modulation of a (complek x 1 vectorx is
L
VM

where F is the M x M DFT matrix, with entriegF), ; = e 7%, i, j = 0,1,..., M — 1. Prior to transmission,

Flg

S =

a CP of lengthv is prepended to the previous vector, to yield:

SQAl\/[ = | e i e S (1)

Assume that the CP length is chosen to be the smallest pessibl namely equal to the channel ordee: Ly —1

[19]. Moreover, perfect timing and frequency synchroricratis assumed. The channel impulse response (CIR),
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T
h=1|hy hi --- hg,_1 | ,»is assumed to be constant over the duration of an OFDM synith@ input to

the OFDM demodulator, after the CP removal, can then be ezpteas
r="Hs+ w,

where’H is the Toeplitz circulant matrix with the first row given t{yho Oy aroryy) hin-1 =+ ha }
andw is the noise at the receiver front end and it is assumed to e Vdaussian with zero-mean and variance
o2. The action of the DFT (FFT) then results in

y:\/LM}'T:diag(Ho,Hl,...,HM,l):c—l-n 2
where H,, = S/ e %™ m = 0,1,...,M — 1 is the M-point channel frequency reponse (CFR) and
n= ﬁ]—'w is the frequency domain noise, with the same statistice.ashe CFR estimates, in the least squares

(LS) sense, can then be computed as

Tm Tm

B. OFDM/OQAM

The baseband discrete-time signal at time instaat the output of an OFDM/OQAM synthesis filter bank (SFB)

is given by [21]:
M—1
soqam(l) = > amngmn(l) (4)
m=0 n

wherea,, ,, are real OQAM symbols, and

Lg—1

gmn(l) =g (l - n%) ej%m(l_ 2 )e.ﬂpm,n’

with g being thereal symmetric prototype filter impulse response (assumed here of unitgghef lengthL,, M

being theeven number of subcarriers, ang,, ,, = wo + 5(m + n) mod m, whereyy can be arbitrarily chosgn
[21]. The filter g is usually designed to have lengih = KM, where K, the overlapping factor, takes on values
in 1 < K <5 in practice. The double subscrip,, ,, denotes th&m,n)-th time-frequency (TF) point. Thusp

is the subcarrier index and the OQAM symbol time indeB.

The pulseg is designed so that the associated subcarrier functjgns are orthogonal in the real field, that is

» {Z gm.,nmg;,q(w} = Gy 5)
l

whereg; ; is the Kronecker delta (i.ed; ; = 1 if i = j and0 otherwise). This implies that even in the absence of
channel distortion and noise, and with perfect time andueagy synchronization, there will be some intercarrier
(and/or intersymbol) interference at the output of the wsialfilter bank (AFB), which is purely imaginary, i.e.,

> gmnD)gp (1) = Jubit,, (6)

l

4For example, in [21]om,» is defined agm + n)g — mnm.
5The latter should not be confused with the sample time indeln fact, the temporal distance between two successive slyimbtants
n,n + 1 equalsM /2 sample time instants.
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and it is known asnrrinsic interference [9]. Adopting the commonly used assumpti@t the channel is (approxi-
mately) frequency flat at each subcarrier and constant beedaration of the prototype filter [13], which is true for
practical values of;, and L, and for well time-localized;’s, one can express the AFB output at fith subcarrier

and gth OFDM/OQAM symbol as:
M—1
Yp,q = Hpqapq+ Z Z Hm,namynuﬁ,qn +p.q (7)

m=0 n

——
(m,n)#(p,q)

Iqu

where H,, , is the CFR at that TF point, anfj, , andn, , are the associated interference and noise components,
respectively. One can easily see that, is also Gaussian with zero mean and varianée

For pulsesg that are well localized in both time and frequency, the iietemce from TF points outside a
neighborhood?,, , around(p, ¢) is negligible. If, moreover, the CFR is almost constant a¥is neighborhood,

one can write[{l7) as

Yp,g = HpgCpg + Npg 8)
where
Cpg = Gp,q TJ Z U Uy 9)
(m,n)eQyp, 4

When pilots are transmitted dp,q) and at points inside its neighborhodd, ,, the quantity in [(B) can be
approximately computed. This can then serve aseaudo-pilot [13] to compute an estimate of the CFR at the
corresponding TF point, as

Hyq = LS Hyq+ T (10)

P.q Cp,q
With a well time-frequency localized pulse, contributidng/,, , only come from the first-order neighborhood of

(p,q), namelyQd, , = {(p+1,¢q£1),(p,g£1),(p£1,¢)}. Aspecial case isgiven by, , = 0, . = {(p £ 1,9)}.
This arises when we place three adjacent pilot tones atipasity — 1, q), (p,q), (p + 1,¢) and zeros at the rest
of the first-order neighborhood positions or when we placezeoo pilot tones at all positions in the preamble
vector and zero vectors around it. If we abuse OQAM modulatimly in the preamble vector) by transmitting
the complex symbols,, ,e??, p = 0,1,..., M — 1,0 € {0, r, +7/2}, then, for an arbitrary, the corresponding
pseudo-pilot becomes:

Cp,g = Upg+ Z amynuﬁfn, (12)

(m,n)eQ}

which is real. This is because by using the same phase fagfois all the subcarriers we get:
> gmaDgy (1) =k, (m,n) €Q, (12)
l

If the first-order neighbors ofp,q) carry unknown (data) symbols, one cannot approximate thegimary
interference in[(9). However, by properly choosioge of the neighboring symbols, say at the points), this
interference can be forced to zero. Then the pseudo-pil@)itecomes real and equal 4g ,. The pilot at(r, s)

is then known as aelp pilot [9].
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I1l. A FAIR COMPARISON FRAMEWORK

For the CP-OFDM system, the preamble structure will corsfigine complex vector symbol, as it is common
in the literature [19]. Note that each complex CP-OFDM syhibaequivalent to two real vector symbols in the
OFDM/OQAM system. We consider an equivalent preamble girador the OFDM/OQAM system, which consists
of one nonzero training vector followed by a zero vector sgmibhe latter aims at protecting the nonzero part
of the preamble from the intrinsic interference due to th&adsection of the frame [13]. Note that in wireless
standards (e.g., WIMAX [2]), there are sufficiently long gili@eriods between the uplink and downlink subframes
and between frames. Thus, there is no need to worry aboumsittrinterference on the preamble vector from
previous frames. Let us make this more clear:

Definition 1: Let a preamble structure consist of a number of trainingaresymbols with only one of them
being nonzero. This nonzero vector will be called threamble vector.

Let Ty,T> be the sampling periods at the SFB outputs for two OFDM systeissume that the minimum
required number of SFB output samples to reconstruct thanmioe vector at the receiver iB;, Ry for each
system, respectively. Then the following quantity will beeded in making a fair comparison of the two preambles:

Definition 2: The training power ratio for the preamble structures of twstems is defined as:

Rng !

P1,Po 141

TPRP P2 = S0
RyT,

where&P1 P2 are the energies of the corresponding preambles at the SipBteun the minimum sample numbers

Ry, Ry respectively.
Note that, if the two systems are of the same type, thigs- 7> and the sampling periods can be omitted in the
last definition. We can now clarify what will a fair companswill be:

Remark: Assume thap,, p, are different preamble structures in two systems. Then @eroto guarantee a fair
comparison between these two preamble structures, it isssacy thaffPRP1'P2 = 1. In other words, we will
require that the systems under comparison spend the samer pawthe training data at the transmit antenna. If the
training power ratio is not equal to one, we can scale theuutpthe SFB for the second preamble 4T PRP: P>

to equalize the training powers for the two preamble stmestu

IV. SUMMARY OF DEFINITIONS AND USEFUL RESULTS

Throughout this paper, we make the assumption fdf,, is an integer number, witl/ being (as usually in
practice) a power of two. The channel lengfh,, will thus also be assumed to be a power ovaMoreover,
we will assume (as usual) that we haves@anple-spaced channel [6] and that the nonzero part of the CIR is
concentrated on its firsk, taps.

Definition 3: By sparse preamble vector we will mean al/ x 1 training vector containind.;, isolated pilots

and zeros at the rest of its entries.

81t this is not the case, one may zero pad the CIRttys2 Lr1 taps.
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Definition 4: A preamble vector will be said to b/l if it contains pilots at all of its entries.

Definition 5: A preamble vector withl;, isolated pilots and data symbols at the rest of its entridisbsicalled
sparse-data preamble vector.

The following results will be useful in the sequel, hence wiefty summarize them here. Their proofs are in
the appendices.

Theorem 1: For CP-OFDM, the sparse preamble that minimizes the MSE ®fQRR estimate$3), subject to
a constraint on the energy ébth the useful part of the transmitted signal and the CP, cansiséquispaced and
equal pilot tones.

Proof: See Appendices LIl [ |
Remark. Recall that the MSE-optimal sparse preamble for CP-OFDMui$t vith equispaced andguipowered,
not necessarily equal pilots, if for the training energy @ part is not included [19]. However, at least in theory
this is not fair since the total amount of energy actuallynéger training includes the transmission of the CP
as well. According to Theorefl 1, if the preamble optimizatis to be performed in a fair way, then the pilots
should necessarily be all equal. Of course, such a preamialddveuffer from a high PAPR. In practice, this can
be overcome by transmitting equipowered instead of equedspat the expense of a small (practically negligible)
performance loss.

Although the above result holds true for the correspondiriggreamble as well, we also prove that:

Theorem 2: There are full preambles for the CP-OFDM system that are Mffitnal subject to a total energy
budget both on the useful part of the transmitted signal aedP, which result in equipowered huteqgual pilot
tones.

Proof: See AppendixTll. ]
This result indicates that we can construct optimal fullgondle vectors that do not suffer from high PAPR values.
The construction proposed in AppenfiX Ill is not unique arightbe generalized. However, the proposed algorithm
provides an infinite possible number of such full preambletees, verifying that a low PAPR full preamble vector
construction is possible.

For the OFDM/OQAM system, the corresponding results are:

Theorem 3: For OFDM/OQAM, the sparse preamble that minimizes the MSEhefCFR estimate§ (110), subject
to an energy constraint, is built wityuispaced and equipowered pilot tones.

Proof: See Appendix1V. [ |

Theorem 4: Full OFDM/OQAM preambles with alkqual pilots are locally MSE-optimal subject to a transmit
energy constraint. Their global MSE-optimality is assuvdten the transmit energy constraint is translated at the
input of the SFB.

Proof: See Appendix1V. [ |
It should be noted that, for the OFDM/OQAM system, the pilghbols incorporate the corresponding phase factor
el?mn In view of the above results, preamble vectors containguggaésymbols are the only or one of the optimal

solutions. For the sake of analytical convenience, optiprahmbles will henceforth be assumed to consist of all

November 26, 2024 DRAFT



equal pilots.

V. FULL vS. SPARSEPREAMBLE

LetZ;, = {z’o+k£—ﬂk=0,1,...,Lh —1}, for a fixed preselected, € {0,1,...,5—'}{ — } be the set of

indices of the nonzero pilot tones in the sparse preambled¥®te byZr— the set{0,1,..., M — 1} \ 7, of

the remaining indices. Then, the full preamble vector canhiten as:

T=xp, +T;- (13)

wherez; is anM x 1 vector with theL,, nonzero pilots at the positions dictated By, and zeros elsewhere,
while T — is the M x 1 vector containing the rest of the pilot tones in the full pnéde vector at the positions
h

dictated byZ; - and zeros elsewhere. It is evident théih,wfh =0 and|z|? = [z, |I* + ||wL7||2.

A. OFDM/OQAM

The output of the SFB corresponding to the preamble sectighen given by (cf.[{4) witm = 0):

M-1 M
soqam(l) = r;) am,0gm,0(l), 1=0,1,..., Ly + 5 1
with the nonzero samples locatedkat= 0, 1, ..., L, — 1. Incorporating the phase factar&— ¢ into the real-valued

symbolsa,, o, we obtain the complex training symbals, o = a,,0e’?™°. Then imposing the restriction that all
the training symbols are equal, the phase factors can aifoout loss of generality, be considered all equal, say
e??. Note that the requirement of equal symbols essentiall§ide¢a an abuse of the OQAM modulation, however

this happensnly in the preamble section. This has already been used in [15] in order to enhance theneha

estimation performance. Using equal symbols of magnitudeoQAM, the last expression is then written as:
soqam(l) = e\ ELN N g )+ D gho(D)
mGILh, mGIﬁ

2n _ Lg-1 )
whereg,, (1) = g (I —nil)¢’ g m (1= ) We may stack thewonzero output samples, corresponding to the

T _
L Ly,
preamble vector, 10 gefoqay = { soqam(0) soqam(l) -+ soqam (Lg —1) } = 800AM T 500AM
T
Ly, _ / cOQAM .
WhereSO’QAM =ePVE { ZmeILh gv/n,O(O) ZmEILh g;n,O(l) cee ZmEZLh Q;n,o (Lg -1) } and sim-

ilarly for g -
The energy of the SFB output corresponding to the full prdarohn be expressed as:
g(f)QAM = llsoqamll® = M(1 + 23)EQAM (14)

while the energy of the sparse preamble as:

Edqam = HséhQAMHQ = thmOQAMa (15)
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as it easily follows from the analysis in Appendix]IV. A pragalytical description for the quantity, related to
the intrinsic interference from adjacent subcarriers| o given later on. The power ratio for the full and sparse
preamble structures of the OFDM/OQAM system is thus given by
M(1+23)

Ly ’

where the superscrift s stands for the wordgull over sparse.

f,s
TPROQAM =

Next, we will evaluate the channel estimation performanicthe two preambles in the frequency domain. Let

us first consider the sparse preamble. The outputs of the ARBegpilot positions are given by:

Ym,0 = Hm,0@m,0 +Nmo, melr,

For the sparse preamble to be meaningful, there should heldM /L; > 2. If the pulse is well-localized in
frequency, we can assume that the received training samapdeancorrelated, since none of them belongs to the
first-order neighborhood of the rest. Therefore, the manririkelihood (ML) estimator coincides with the LS

estimator, and the CFR can be estimated as:

ﬁm,o = M =m0 + Ma m € ILh (16)

am,0 am,0
Stacking these estimates in the vecdegh and recalling our assumption of a sample-spaced chann&amwebtain
an estimate of the CIR as:

T —1 & o —1 /
h=F  p,Hy, =h+F . n,,

T
wheren = [ Zig.0  MigtM/Lp,0 ., Tigt(bp=1)M/Ly.0 } ,and F; ., is the L, x L; submatrix of the
h @ip,0  @ig4M/Ly,0 Qig+(Ly,—1)M /Ly, ,0 h 2 Zh

M x M DFT matrix F consisting of its firstL;, columns and its rows corresponding to the indicegin. The

CFR at allM subcarriers can then be recovered by:
H=F),,h=H+ FMthFZithnth

T
whereH = | Hyy Hiog -+ Hu-1p } ,andF,,, , denotes thel x L, submatrix ofF, consisting of

its first L;, columns. Denoting by, the covariance matrix ofi;, , the MSE of the latter estimator is given by:
MSE} —pl|la-H|[|=u(F F;' ¢, F 2 FY
OQAM — = WA ML, Y Lax L, YLt Lax ' MxLy,

By our assumptions;,, = go"TzAMILh. Additionally, it is known ([19]) thatF', ., FI ... =F ... Fr «1.
= LyI;, . Also, using the fact thaFﬁthFMth = MI,, , we finally obtain:

Mo?

(17)

Special care is needed in the full preamble case. For themesbeonstruction of the preamble and with a well

frequency-localized pulse, we can express each outputlsashphe AFB by:

Ym,0 = Hm.,() Um0 + Z aerl.,Ouz’_El,o + NMm,0 = Hm,OCm,O + Mm,0, M= 0,1,...,M -1
le{-1,+1}
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where the same arguments as in the derivation of[ed. (11) beee used. In the last equation, far = 0 the
valuem — 1 corresponds to théM — 1)th subcarrier and forn = M — 1 the valuem + 1 corresponds to the

Oth subcarrier, due to spectrum periodicity in discreteetirAurthermore, it is easy to show that for any real and

symmetric prototype functiop, we haveu]?, o = um’, o =8, m=0,1,...,M — 1, orulw o = up®, o = B,
m=1,2,... . M—2 anduy’y = —uly ;5 uy; s = —uyo ., depending on the value df, in the factor

2
eI

although handling the second case is equally straightfiatwa the light of these facts, we can see that:

emo = VESYM(A+28), m=0,1,....M 1

The MSE expression for the full preamble is thus easily sedpetgiven by:
Mo?

EQM (1 1 9p)2

To make the comparison between the two preambles fair, we fiest to equalize the powers at the outputs

of the SFB’s. Scaling the output of the SFB for the sparse mbia by,/TPROQAM, we achieve this goal. The

previous analysis holds as is, with the only difference thatMSE for the sparse preamble is now given by:
Mo? - Lyo?

EPMMTPRE &2 (1 +20)

MSEE)QAM = (18)

MSE%QAM (19)

and the ratio of the two MSE’s becomes:
MSEOQAM
Hence, in a dB scale, the sparse preambl&disg,, {M/[Lx(1 + 26)]} better than the full preamble.

—(1+25)%

B. CP-OFDM

By (2), and due to the complex field orthogonality of the D ML estimates of the CFR will again coincide
with the LS estimates and will be as ih_{16). The analysis qgyeréd for the OFDM/OQAM sparse preamble
applies also in the CP-OFDM sparse preamble case. AssumaigMe transmit pilots of modulus/é‘gw, the
MSE expression for the sparse preamble will be:

M02

which coincides with the MSE expression for the full preaelfDnce more, to make a fair comparison, we have

to evaluate the power ratio in this case. Using (1) (1® energy transmitted with the full preamble vector is

1 H
géAM = HSQAMH2 = |lz|* + MwHF]WXUF]WXUw (20)

CP energy

where F',,, ,, is the M x v matrix consisting of the last columns of F. Clearly, ||z||?> = MERSAM. To evaluate

the CP energy, we will need the following:
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10

Lemma 1: For the matrixF',,.,,, the following relationships hold:

Z(FZWXUFMXV) = Mv

3

and
Z(FMXVFMXU) =0
Proof: For the first relationship, we héve:

Z(FMXVFMXU) =tr (FMXVFMXV) =tr (FMXVFMXV) = Mv

7

For the second one:

Z(FMXVFMXV) iy = 13 FMXVFMXVlM = HFMXV]-MH2 =

0,J
where1,, is the M x 1 all ones vector. The last equation holds becaiis@/)F%, . 1,, represents the last
M-point IDFT coefficients of the rectangular pulse, which allezero. [ ]
Consequently, since: has been assumed to be of the farm,,, with |z| = V/ EIM the CP energy in((20) is

zero and hence:

Eoan = MEFMM (21)
For the sparse preamble:
< 1
EQam = ||93L,7,||2 + MwﬁlFamFﬁwth (22)
CP energy
Obviously,
e, I? = L&A (23)
and for the CP part:
2
1 1 -
MwéthijyFﬁxwah _ MESAM Z e] I\{ 1— l/+l)
=1 mGILh
Ln—1 2
= MESAM > ehmArl — g, (24)
=1 | m=0

where we have used the fact tHa=" ! ¢’ 2 ™M ~1=v+)

is zero for any value of\f — 1 — v + [ that is not an
integer multiple ofL;,. SinceM — L, +1 < M —1—v+1< M — 1, no such multiple exists.
Thus, the training power ratio for CP-OFDM is:

&L M
TPREQEAM M el (25)
QAM Ly

Scaling by, /TPRE;SAM the output of the SFB for the sparse preamble, the assodid$tt changes to:

Mo? Lyo?
MSES =
QAM — f,s AM QAM
TPRE pES Er
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and, finally, the ratio of the MSE’s for the two preambles igegi by:

MSE? L
?AM _ Mh (26)

The last equation shows that the sparse preamble habg,,(M/Ly) dB better MSE performance than the full

preamble. However, as it is shown below, this performantferdince can be eliminated if the fact that the CIR is

concentrated orl;, taps is exploited in the estimation procedure.

C. A Certain Processing to Equalize the Performances

Consider the previous analysis for the sparse and the fWOEBM preamble vectors. The estimates provided

by the full-preamble vector can be viewed as being of the form

N 0'2
H:H+ (CJ’QW‘E

wheree is an M x 1 error vector, of zero mean and covarianGg. Consider the MSE for this preamble:

N 2 2
A -H[| = GE el

o2

= ZoAM M

MSEqay = E [

N -1
To convert this estimate to the time domain, we applyHothe transformatior(FﬁXLhFMth) Fﬁth. If

we want to bring it back to the frequency domain, we have tdyafzpthe obtainedh the transformatiod ., -

1 A
This amounts to applying the transformatidn,, ;, (Fﬁth,FMth) Fﬁth to the originally computedd .

The MSE is now given by:

o2

gSAM

-1

H H
E HFMth (FMthFMth) FMthE

MSEGay =

2 0_2
] = ggmml
and therefore[(26) now simplifies to:
MSEqan = MSEgan (27)

Thus, this kind of processing thus leads to scaling the ratithe MSE’s by M /L. In Appendix[M, we show
that the corresponding effect for OFDM/OQAM is approxinhatequivalent to scaling the full preamble MSE by
Ly (1+428)/M, for practical values of\f, L,. Thus, applying this processing in the full preamble-basgtinates
in the OFDM/OQAM system, we again obtain:

MSESganm ~ MSESqan

Remarks:

1) Fpryp, (FﬁthFMth)_l Fﬁth projects H onto the space of/-point CFR’s with CIR’s of length
Ly,. This has the effect of suppressing the estimation noisharirmpulse response tail. In fact, the previous
processing can be seen to be equivalent with constrained.S [

2) The previous analysis only holds for sample-spaced adar0].

3) The MSE equivalence of full and sparse preambles is vallg for optimal preambles.
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VI. Do WE NEED MORE THAN Lj, PILOT TONES?

Let us now consider using a sparse preamble Wity L;, equispaced and equal pilots to estimate the channel and
compare its performance with that of the sparse preamblitng only L;, pilots as before. For the OFDM/OQAM
system, this preamble is still a sparse preamble so the alitynof equispaced and equipowered symbols holds
as well. For the OFDM/QAM system, if the CP length#5— 1, the sparse preamble with equispaced and equal
pilot tones is the only optimal solution (see Apf.l1,11). et CP length is;, — 1, the sparse preamble with equal
and equispaced pilot tones is the optimal one as it is verifiethe following analysis. The basic assumption is
that M/ P is an integer. AdditionallyP < M, since otherwise we end up with a full preamble. Based on our
assumptions o/, L, it is easy to see thaP/L,, is an even integer. Also, the placement of fRepilots follows
the optimal rule, i.e., the nonzero subcarriers belong tp @me of the sets{io,io + %, ceydo+ (P — 1)%},

io=1,2,...,% —1, denoted byZp.

A. OFDM/OQAM

One can easily verify (cf[{15)) that the training power adtr P pilots overL; pilots is:
2

0 P

- (28)

,r Lg—1
5SQAM ZlL:g(;l 92 (l) ’ZZ_l 6.72?7"([_ 92 )

P.Ls
TPROQZM =

sl et (=)
m=

EQUAM A=l g2 ()

SinceM /P > 2, the spacing of the pilots in the preamble vector is largentthe size of the first-order neighborhood
in the frequency direction. Relying again on the good fremydocalization of the pulses, we can assume that there
is almost no interference among the pilot symbols. To cdrther P CFR estimates to the time domain, we use in

1
this case the transformatic(ngthprLh) ngLh, whereF'p, ;. is the P x L;, submatrix of F consisting
of its first L, columns and its rows corresponding to the indiceq€ in Then, the MSE for the sparse preamble

with P pilots is given by:

-1 -1
MSEgbAM =tr [FMth, (ngLh,FPth,) ngLh,cPFPth, (ngLhFPth) FIIL\;IXL;L}

whereC, is the analogue of ;,, in this case. In view of the equal spacing of theilots, we havngthprLh =

2 . . . .
PI;, , and, moreoverC p = —oaaw I p. Using these results in the last expression, we obtain:

Ps ]\40’2 Lh
For the sparse preamble withy, pilots, (I7) holds and hence, after the power equalizatiotatid by [28),
MSEGHam = MSESgam (30)

B. CP-OFDM

For CP-OFDM, the analysis is similar. The MSE’s are then milg:

Ma? Ly,

Ps
MSEG = car
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and
Mo?

TPRS}L“;,[&EQAM

MSEaAR{ -

For the sparse preamble with pilots, the energy at the output of the SFB is given &\, = [lzp|* +
ﬁmgFMXVFﬁXUmP, wherez ,, is the preamble vector containig equal pilots at positions dictated dy and
zeros elsewhere. It is easy to see thgh,, = PEX*M since, with a CP of lengtly = L, — 1,

P 2

v 1
2m J—1—
egpm(l\{ 1—v+l) =0
m=0

H H _ ocQAM 925 m (M —1—v+1)
Tp For Farx®p = &5 E E e’ M
=1 |m€eZp

v

2
— 5§AM Z
=1

as before. The training power ratio is easily shown tﬂﬂ&igkﬁﬂ = P/Ly, in this case as well, and therefore:

MSEGam = MSEgau (31)

Remark. It thus turns out that using more pilot tones than suggestethé channel length would not result in
any performance gain. Observe that this MSE equivalence agdy holds for optimal (with equispaced and

equal/equipowered pilot tones) preambles.

VII. I NCLUDING DATA IN THE PREAMBLE

What if the inactive tones in a sparse preamble are emplayedrtry data symbols? That would help saving part
of the bandwidth consumed for training. In such a contextl enorder to make a fair comparison between the
preambles, the data power will not be considered as paredaf#iining energy. This is because the data transmission
is a benefit of the mixed (sparse-data) preamble. With thisideration, the implications of using such a preamble
in each OFDM system can be easily explored using the prewnaly/sis. We summarize some main results for the
case when the data symbols have the same modulus with thingralymbols. The case of a different pilot-to-data

power ratio can be similarly handled.

A. OFDM/OQAM

For this system, we consider two different preamble coesitbos, keeping the definition of the sparse preamble
as we have done so far:

1) Preamble with a nonzero vector followed by a zero side vector: For this preamble, we have to consider two
cases:
Scenario 1The preamble vector contains data at all positions dictaedr-. Since the data power is not taken
into account in the equalization of the powers at the SFB wstghe sparse-data and the sparse preambles result
in the same training power at the output of the SFB. Howeveram be easily proved for the resulting MSE that:

2 2

% + %52 Z |Hpm,ol* > % = MSEjqam

melr,
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The last formula forMSEOQAM also implies that ag? — 0 (or SNR — o0), the sparse data estimate will

present arerror floor, i.e.,
MSEOQAM 02—»0 52 Z |Hm.,0|2

meTy,

Scenario 2We have data at all positions dictated By, except for the positions around the pilot tones. In this
case, the implicit assumption is thaf/ L, > 4. Then, according to our assumptions, the intrinsic interiee term

in the previous scenario disappears MESOdQAM = MSEHqam-

2) Using a nonzero side vector containing data and help pilots: In this preamble structure, the second column
contains data at all positions except for the subcarriet&.in which are loaded with the help pilots. Placing the
help pilots at the same positions with the pilots is justifigdPAPR considerations. In fact, it can be easily shown
that, among the first-order neighbors of a TF point, the gfesh intrinsic interference comes from those points

corresponding to the same frequency. Specifically,

|um nil' > |uzi1 n| > |uzfl,nil|

Consequently, placing the help pilots at the aforementigpesitions leads to help pilots with smaller modulus,
thus reducing the PAPR. Note that we can place the help mlotBe corresponding positions of the first column
of the data section.

The above preamble structure aims at maximally exploithey ®FDM/OQAM system, by placing data at all
available positions. We can then consider three differeanarios:
Scenario 1:The pilots are placed at the first column. The side column &edfitst column contain data at all
positions except for the positions that belong to the firstieo TF neighborhoods of each pilot tone. In this case,
there is no need to use help pilots. Obviously, the sparsengske and this preamble use the same training power.
Since they will both use the same processing to get the chastimates, they will lead to the same MSE.
Scenario 2The first column contains the pilots and data at all othertjprs except for the positions adjacent to
the pilots. The side column contains data and the help paliotise aforementioned positions. Caution is then needed
in the time durations we need to observe each preamble tectdhe training energy. For the sparse preamble,
this is L, samples, while for the sparse-data preamble 1 js- M /2 samples. After some algebra, it can then be
shown that the corresponding power ratio is:
' +M (c/’OQAM(l + C) Lg(l I C)

A

sd,s
TPROQAM

where

Zle{il} ( e 1)2

m,1 2
um.,()

For¢ > M/(2L,), we haveTPRSOd(j;AM > 1 and henceMSEHqay < MSESO“QAM. Generally, the last inequalities

(=

>0, Ymelp,

hold, especially ad., increases for better TF localization of the prototype fiorct
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Scenario 3:This case is similar to Scenario 2, where now we also placa afaall positions adjacent to the pilot
tones in the first column. The power of the help pilots will her larger than that in Scenario 2, and therefore

MSE}gan < MSEgqay in this case as well.

B. CP-OFDM

In this context, x— is replaced inx by x,, which contains equiprobable, zero mean, constant modulus
h

uncorrelated data symbols at the positions dictated gy The expected value of the energy transmitted is given

by:

1 1
d H H H 24
E [gaAM] ||93Lh||2 +—xp, For  Fr,@p, + —F (wd FMXVFMXUde)

M M
< 1
Eqam + ME (mfFMwFﬁmed) (32)

The termE (wfh,FMxVFﬁXUde) vanishes under a zero mean assumption on the data symbdilse Nat, again

to be fair, we do not take the power of the datd| x, ||?] into account. However, the teri (mfFMXUFﬁXde)

has to be included, since it represents the energy in the CRoisedue to the data, used by the receiver to
eliminate the (intercarrier and intersymbol) interferemt all,data and pilot, positions. In view of our assumption

of uncorrelated data, we obtain:

E (mfFMwFﬁwmd) = ZE (md,imz,j) (F]WXUFﬁXV)Z_j = ESAM Z (FMXVFﬁXV)ii
i,j ’ i€Tr- ’
= EXM(M — L) (Ly —1) (33)

The power ratio in this case is defined as:

5 E [EQSdA ] (M Lh)(Lh 1)
TPRYS,, = —_— M= + >1 34
QAM s MLy, (34)

and hence:

, MSE, ‘
MSEgan = e < MSEgh

QAM
VIIl. OFDM/OQAM SPARSEPREAMBLE VS. CP-OFDM $ARSEPREAMBLE

From the previous analysis, it follows that the sparse ptdaris generally the best choice for the preamble
structure, in both OFDM systems. Let us then compare thenatitin performances of the two systems, when
using optimal sparse preambles, and with the same traeshptiwer for training. Clearly, in both cases the same
model for the received signal, edl (2), will hold. Moreoviérthe spacing of the pilotspM/ Ly, is large enough
(theoretically equal to or larger than 2), the noise comptsat the corresponding outputs of the AFB for the
OFDM/OQAM system will be uncorrelated. If we do not equalthe powers at the SFB outputs, the two MSE'’s

: . ‘ Qa , - .
will obviously be related aMSE(qay = :gTAMM MSE - Defining the power ratio for the two systems,
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TPRGaM/0Qams @S the ratio of the training power in CP-OFDM over that in QFDQAM, and scaling the

output of the OFDM/OQAM SFB by, /TPRGAnm/0qam, W end up with:

EQAM  MSES,
£09AM TPRGAM/0QAM

NISE%QAN,[ ==

We have previously seen that

Edqam = LnEPWM

and
AM
gaAM = tha?

The OFDM/OQAM sparse preamble generaigsnonzero samples at the output of the SFB, while the CP-OFDM
sparse preamble yield¥ + v = M + Lj — 1 samples. The sampling rate at the output of the SFB’s is theesa
for both systems. Hence, to equalize the energies per tinifarmthe two schemes, we have to form the power

ratio as follows: £QAM

TPRb — Wh*thé‘gAN‘[ — S§QAM Lq (35)
QAM/OQAM LLthgSQAM M+ L, —1
and finally
. M+Ly—1_ . .
NISEOQAN,[ = 7L NISEQAN,[ (36)

g
For example, letL;, = 32. Then, forL, = M, the CP-OFDM sparse preamble turns out to be superior to the

corresponding OFDM/OQAM sparse preamble, while fgr= KM, with 2 < K < 5, the OFDM/OQAM sparse
preamble is approximately — 9 dB better.

Remarks.

1) Note that(M + Lj, — 1)/L, is theratio of the time durations of the transmit pulses employed by the two
systems.

2) The performance difference can be even greater if we weathieve a lower PAPR in the CP-OFDM system.
We will then have to usemnequal equipowered pilots, which leads to a slightly worse perfange of the
CP-OFDM sparse preamble.

3) Neverthelessat the cost of increasing the bandwidth in the OFDM/OQAM system, the OFDM/OQAM
and CP-OFDM sparse preambles can become MSE equivalenteirfotlowing way. Note that, due to
the good time localization of the OFDM/OQAM pulse, there Isiays a subinterval of the total pulse
duration in the OFDM/OQAM system with the same length as tRe@~DM modulator output, that carries
almost all of the energy of the pulse. In view of the even symmnef g, we can consider the subinterval
[-[(M + Ly —1)/2],[(M + L, — 1)/2]] around its center, wherfu] denotes the smallest integer that is

not smaller thar:. Then, for practical values a¥/, L;,, it can be easily verified than:

[(M+Ly,—1)/2]
g*([Ly/2] +1) ~ 0.99
I=—[(M+L,—1)/2]
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Therefore, we only need to observe this interval to apprasify reconstruct the preamble vector at the
receiver. Then the transmit pulses in the two systems hapeoginately the same duration (albeit with
OQAM bandwidth increased), thus leading to almost the sari8€& lderformance for the two sparse preambles.
Again, the OFDM/QAM sparse preamble can be slightly befteve use unequal equipowered pilots in the
CP-OFDM sparse preamble for a lower PAPR.

4) This last comparison setup does not affect any of the pusviesults, since we have always compared
preamble structures for the same system and therefore the galse duration. We only need to be careful
in the last two scenarios of Sectibn VIl for the OFDM/OQAM ®ys. For Scenario 2, it can be seen that,

for sufficiently largeL,,
sd,s —~ (M + Lp — 1)(1 + C)
THRoqan ~ = Ly —1+4

The same result also holds in Scenario 3. This shows thatastecomparison setup reduces the MSE

differences in the sparse-data case.

IX. ERRORFLOORANALYSIS FOROFDM/OQAM AND CP-OFDMSYSTEMS

The fact that the intrinsic interference is a part of the esignal dependent on transmit signal components,
indicates the existence of an error floor behavior of therperénce curves for the OFDM/OQAM system. In
CP-OFDM , there is not such a problem due to the orthogonafitthe DFT transformation and the use of the
CP. This orthogonality eliminates the interferences cgrfimm the neighboring symbols on each pilot symbol.
However, the OFDM/OQAM system possesses orthogonality mnthe real field. Therefore, interferences to each
subcarrier symbol coming from the neighboring subcaryentsols are inevitable in the presence of a complex CFR.
Generally speaking, the interference is minimized foréat§ and smallK . Large M leads to better localization in
the frequency domain, while small minimizes the number of overlapping OQAM vector symbolsha temporal
direction. We will analyze the error floor behavior of bottsms to prove the aforementioned claims.

First, note that the process of estimating the channéVier L;, (N < M) positions in the frequency domain,
then finding the CIR by translating these estimates to the tiomain, and finally obtaining the channel gains at all
subcarriers through a DFT operation, is essentially a DEdrjpolation of the original frequency domain estimates.
The CFR coefficients, originally estimated through the L&neator, can be expressed &y = F 'y, ;, h, where
Fy 1, istheN x L, submatrix of the DFT matrix consisting of its firé}, columns and itsV rows corresponding
to the indices of the frequency domain channel gains we wisbstimate. The final estimates of the frequency
domain channel gains are therefore givenBly= F,, (Ff,thFNth)il FY.., Hy. Assuming thatV
is a divisor of M and theN pilots are equispaced, the last expression becaffies %FMthFﬁthIEIN.

Consider now the received signal on theh subcarrier for the OFDM/OQAM preamble:
Ym = Hmam + .]Hﬁum + Nm

We have dropped the temporal index for notation simplifaratiHerea,,, is a real symbol (equal for example to

+/ 99 for a QPSK constellation),,, is an(/N —1) x 1 vector of crosscorrelations of pulses transmitted on the
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active subcarriers with the pulse transmitted onvttte subcarrier, incorporating the corresponding symbolsell

andH,, an(N —1) x 1 vector of the channel gains on these subcarriers. Thergvare/ays to estimate the original
T
Hm m _|_ Nm OI’ aSHm — Ym — H am Hmum + Nm

Am~+75m Mt g5m ) Gt 75m | @mtg5m

channel gain: Either a,, = Im = Hpty—m—m

wheres,, is the sum of the entries af,, coming from the immediately adjacent subcarriersnofThe second way
to estimate the channel comes from a usual assumption in BEEMIOQAM system, namely that the channel gain
can be considered to be constant in the first-order neiglolodrofm, especially if M is large andK is small. In
this case, the received model can be approximated by H,,(a., + 75m) + 1nm, Which justifies the second way
of estimating the desired channel gain. In our analysis,fandhe case tha//N > 2, we will use the first way
of estimating the channel, because we do not have to assuytieiranabout first-order neighborhoods or other
approximations. In this way, our analysis becomes exact.

H um , Where the

Assuming that the noise is zero mean and its varianed,isve obtain,, = E[ﬁ | = Hp+y——m
channel is considered to be an unknown but otherwise detetigi quantity and the training symbols deterministic
quantities. Here&[-] denotes the expectation operator w.r.t. the noise statistihe MSE for the above estimate is

given by:
Hp | o*

MSE,, = E[|H,, — H,,|*] = " >

(37)

The last equation justifies the existence of an error floortfier OFDM/OQAM system, since, ag® — 0,
MSE,,, — 'Hzgffmlz i.e., as the SNR increases, the intrinsic interferencefmes a dominant phenomenon.

On the contrary, for the CP-OFDM system, the received signadel isy,, = H,,a,, + n., and H,, = Z—Z =
H,, + Z—mn Thus the estimate is obviously unbiased and its MSE, givem®/a2,, tends to zero as the SNR
increases.

For the case that//N = 1, i.e., for a full preamble, we will use the second estimatetfie OFDM/OQAM
system. This estimate leads to better performance as itdes$hown in [13]. The increase of the magnitude of the
pseudo-pilota., + jsm, as opposed ta,, compensates for the inaccuracy introduced by considehiaghannel to
be constant in every first-order neighborhood, especiallthe SNR regime where realistic systems operate. With
this estimating method, the mean value of the exact estiisate, = E[H,,] = H,, T +3;Hfr§i
MSE MSE,, = |H,,|? ?:j‘m‘ + ol + 2% %{—;H;Hﬁum}.

a2 +s2,

= and its

2L
—Am
am~+JSm 1‘ +

We may now stack théV estimates of the channel gains for the OQAM system to obtanM x 1 vector
Hy =Hy+w, +w,.
Case 1:M/N > 2

T
Hiu,, M u, HT  u, . . _
We then havew, = [ o 0. g g 1‘;1;711\’*1 andw, = Z‘;, Zi,, ZZ: , Whereig €
{0,1,...,M/N — 1}. It can be easily shown that:
1
2 2 H 2

MSEy = {HH Hi } N2 ||FMthFNthw1|| Nz¢ IF vrxy, F v, wsll

— 1 1 1
Whel’ew3 = |:a, FYEERRE m] .
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With 02 — 0, the error floor results:

1
fl H 2
MSEN™ = WHFMthFNthUHH
Case 22M/N =1
This is the case of the full preamble. Then:
wl =
50 Hg ug 51 Hiu,
—JHo J , —JH) J )
aop + Jso0 aop + Jso a1 + 751 a1 + 751
T
T
SM—1 Hor_1up_q
oo —gHy 7
apM—1+ JSmM—1 ap—1+ JSm—1
_ n n NM-—1 .
andw, = [ao+[.)780’ rre ot RERE Ry vawervam } Now:
1 H 2 I, H 2
MSEy = MHFMthFMthle + 27 | F v, Farxr, wsll
_ 1 1 1 P ; ; .
wherew, = LOJFJSO, A aM71+gstl}' Thus, the error floor is given in this case by:

1
floor
MSE);> = WHFMthFthUH”Q

Remarks:

1) There is one more source of error floor generation. Thitiégsahannel length. If the channel length is too
large, then the received signal models for the OFDM/OQAMseysused in this paper and in the literature do not
hold any more. We do not assume such a degenerate case inalysisor in the simulation section.

2) The above analysis holds only for sample-spaced chanfieése is an extra floor generating mechanism if

the channel is nonsample-spaced.

X. SIMULATIONS

In this section, we present simulation results to verify aoalysis. The channel follows the veh-A model [2].
The CIR is initially generated with 29 taps and then zero padth the closest power of two, that &, = 32
taps. We plot the normalized MSE (NMSE), i.&(||H — H|?/| H||?), versus the transmit bit SNREf,/No).
The curves are the result of averaging 200 channel reaimatiFor each channel realization, 300 different noise

realizations are considered. QPSK modulation is employed.

A. CP-OFDM

The results are fod/ = 1024 subcarriers and a CP length= 31. Fig.[da shows the NMSE performance of
the CP-OFDM system for the full and sparse preambles, whaerthé full preamble we use the CFR estimates as
in (3). We observe that the performance of a sparse preamitieliy equispaced and equal pilot tones is much
better. Note that the difference of the performances inrhsbould bel0log,,(M /L) = 15.05 dB, which can
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M=1024 M=1024
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e CP-OFDM Full Preamble e CP-OFDM Full Preamble
ok = = = CP-OFDM Sparse Preamble| | = = = CP-OFDM Sparse Preamble
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Fig. 1. NMSE performance of the CP-OFDM system for the full sgarse preamble case: (a) directly measuring the perfmena the
frequency domain; (b) after applying the frequergyme—frequency processing.

M=1024 M=1024
-10 T T

T T
= = = CP-OFDM 2Lh pilots
e CP-OFDM Lh pilots
1 -15

= CP-OFDM 2Lh pilots
= = = CP-OFDM Lh pilots

u,i -25 1 u,i -25 1
w w
2 2
S -301 1 2 -301 1
=351 1 =351 al
.
.
40+ N B he -~ 4 —40}F 4
-10 -5 0 5 10 15 20 25 -10 -5 0 5 10 15 20 25
E/N, (dB) E/N, (dB)
€Y (b)

Fig. 2. NMSE performance of the CP-OFDM system for the sparsamble with2Z;, pilots vs. the sparse preamble with, pilots: (a)
before the power equalization; (b) after the power equiidiza

be seen to agree with the simulation. This difference ispedéent of the SNR value, which justifies the fact that
the curves are parallel. Figl 1b depicts the result of thegssing described in Sectibn V-C. As expected, the two
preambles lead then to the same performance.

Fig.[2 presents the performance of the sparse preamblelithilots versus a sparse preamble with= 2L,
pilots, before and after the power equalization. The Igtteamble performs better before the power equalization,
since it leads to the transmission of more power. After theaéigation of the powers, the two preambles perform

similarly, as expected.
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M=1024
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Fig. 3. NMSE performance of the CP-OFDM system for the spdede vs. the sparse preamble case.

In Fig.[3, the sparse and sparse-data preambles are comp¥eedbserve that the sparse preamble is better
when the transmit power is the same in both cases. The differbetween the curves can be easily checked to
approximately follow the theoretical results. For exampbe M = 1024 and L;, = 32, the theoretical value of the

performance difference is 2.87 dB, which shows up in the égur

B. OFDM/OQAM

For the OFDM/OQAM system, and using filter banks given in [17], Fig.[1 translates to Fif] 4. The differences
between the curves before and after the power equalizatdonbe easily checked to be in accordance with the
analytical results. FoM = 1024, L;, = 32, K = 4 and the adopted pulsg, the theoretical difference before
the power equalization i$0log,, {M/[L;(1 + 28)]} = 12.5 dB, which can be seen in Figl 4a. In FId. 4b, the
performances are similar, verifying the result proved irp@pdix'M. The performance of the sparse preamble with
P = 2L, pilots is compared to that of the sparse preamble Jithpilots in Fig.[B. For the mixed sparse-data
case, we choose to implement Scenario 3 as described im8BMi-A.2] This is the most involved among the
sparse-data scenarios in the OFDM/OQAM system and an eeafopthis is provided in Fig.]6. Note the error

floor in the sparse-data scenario.

C. Comparison

The sparse preambles for the CP-OFDM and OFDM/OQAM systemscampared in Figll7. The superior-
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Fig. 4. NMSE performance of the OFDM/OQAM system for the fidl sparse preamble case: (a) directly measuring the peafare in the

frequency domain; (b) after applying the frequergyme—frequency processing.
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Fig. 5. NMSE performance of the OFDM/OQAM system for the spgsreamble withP? = 2L;, pilots vs. L, pilots, with power equalization.
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Fig. 6. NMSE performance of the OFDM/OQAM system for the spadata vs the sparse preamble, with power equalization.

ity of the OFDM/OQAM sparse preamble, when the entire trahgmlse duration is considered, is evident.
The analytical results can be seen to be approximately e@rifThus, for Fig[l7a, the theoretical difference is
10log,o [KM/(M + Lj, — 1)] = 4.5 dB, while for Fig.[Tb, it is approximately 5.9 dB. These vasgree with the
difference of the experimental curves. The two systems,elvew perform similarly in the alternative comparison
setup described in SectiGn VIl (Remark 3), as shown in Hig. 8

XI. CONCLUSIONS

Optimal preamble design for LS channel estimation in CP-®IFihd OFDM/OQAM systems was addressed in
this paper, for both full and sparse preambles. In cont@siatlier related work on CP-OFDM, the energy spent
for the CP transmission was also taken into account wherssisgethe energy budget for training. This turned out
to lead to the requirement efjual instead of simply equipowered pilot tones for the CP-OFDMrsp preamble.
Equipowered and equispaced pilot tones were shown to cempite optimal sparse preamble for OFDM/OQAM.
Possible gains from loading data on the inactive subcaraéa sparse preamble were also investigated. The sparse
preamble with as many pilot tones as channel taps turnedoobetgenerally the best choice in terms of both
estimation performance and economy. The OFDM/OQAM optismrse preamble was compared with that of
CP-OFDM and shown to allow for a significantly better perfamoe, provided the whole pulse is transmitted when
training. Nevertheless, it will perform similarly to CP-OM, at the cost of bandwidth expansion, if the tails of the

(well time-localized) pulse are left out in the transmissiof the preamble. Apart from the bandwidth difference
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Fig. 7. NMSE performance of the CP-OFDM and OFDM/OQAM spgsmambles: (a)\/ = 512, K = 3; (b) M = 1024, K = 4.

M=512, K= M=1024, K=4
-5 T T T -10 T T

:
= = = CP-OFDM
—— OFDM-0QAM

—10F 1

: :
= = = CP-OFDM
—— OFDM-0QAM

g 2or 18
= 251 1 =
-30 1
-30 1
_35¢ 1 -35F 1
-10 -5 0 5 10 15 20 25 -10 -5 0 5 10 15 20 25
E/N, (dB) E/N, (dB)
€Y (b)

Fig. 8. NMSE performance of the CP-OFDM and OFDM/OQAM spagrseambles with the alternative comparison setup: a)= 512,
K =2;(b) M =1024, K = 4.

between the two systems, this shows the fundamentialiural similarity of the two systems. Our analytical results

were confirmed via simulations.

APPENDIX |

CP-OFDM: $>ARSEPREAMBLE WITH EQUISPACED AND EQUAL PILOT TONES

It was proved in [19], [3] that a sparse preamble Iof pilots is MSE-optimal subject to a training energy
constraint when it is built with equipowered and equispagiat tones. That energy constraint did not include the

energy spent for CP. Our goal here is to determine the optipaise preamble when the training energy includes
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the CP energy as well.

LetZ;, = {io,%1,...,%5,—1} be the set of indices of the nonzero pilot tones in the spasanmble, and denote
by 77— the set{0,1,..., M — 1} \ Iy, consisting of the indices of the null tones. Stacking theCFR estimates
in the vectorHL , we can find the CIR ah = F; thHL; = h+FL, « 1, € Wheree is the L, x 1 vector with
entriesn,, /xm, m € I, , andF; ., istheL, x L, submatrix of theM x M DFT matrix F consisting of its
Ly, first columns and its rows corresponding to the indicegip. Thus, the MSE of the above estimate is given
by

MSEg, = tr [CLh (FL, <. FL, th)_l] ; (38)

whereC; = o*diag (1/|xi0|2, )z |2, .-, 1/|a:1-Lh’71|2) is the covariance of. Without loss of generality, we

can order the diagonal elements®f, in descending order, as follo |2 > ‘2 > > L‘z and the

‘ |I1Lh*1
H

-1
eigenvalues o(FthLhFthLh) in ascending order, i.edg < Ay <--- < Ap,_1. Then P, Lemma 1]

MSEy, = tr [cLh (Frox Flher,) ] Z m (39)

with equality if and only if the matrix in the brackets is dawal. Let the eigenvalue decomposition (EVD) of
(FthLhFLh ¥ L )  beUAUY , withU being itsLy, x Lj, eigenvector matrix and = diag(Ao, A1,..., AL, —1)-

To optimize the selection of'; . ; , we must find the optimal placement of the pilots in the tragnvector. This
choice will determinel/ and A.. In order to satisfy[(39) with equality, we have to make a etaent that yields

U =1,,.Itis known [19], that a placement of the pilot tones withstiproperty is the equidistant one. We will
focus on this placement now to find its optimal pilot tonestha next appendix, we show that the sparse preamble
just obtained is the globally optimal one.

After the CP insertion, the energy reaching the transmigramd is given by:

1 H
HSQAM”2 = ||m||2+MmHFI\4><UFMXVm
h,l h,l 5
Z 2+ Z Ilkﬂfzmz IE5 (m—k)(M—1-v+1)
km 0

Thus, the optimization problem we have to solve is stated as:

0_2 Lp—1

1
min — — 40
imm€Ty Ly mzzo B (40)
Lp—1 | Ll -
such that (s.t) Z |xlm|2+— Z :CZkgclmZe”h m-k)(M-1-vtl) < ¢ (41)
m=0 km 0 =1

whereZ; is any (yet fixed) of the\//L;, equispaced placements of the pilot tones &rtHe total transmit energy
available for training.
Proposition 1: An optimal solution for the probleni (#0),_(#1) is given by atjgymbols. This yields a local

minimum of the constrained problem.
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Proof: Forming the Lagrangian function for the above problem, we ge

o2 Lp— Lp— )
T kY (M—1—v+1
j(xi07xi17"'7xiL}L—l): L |xz +M Z |Ilm|2+_ Z xzkxlmz T (m a -&
m= m km 0

wherep is the Lagrange muItipIi@.Setting the gradient off to zero, we obtain

0'2 ZC* 1 L7l 27 k)(M 1— +l)

* 17 m v
S RIS D DS =0 m=0.1, . L
k=0 =1

Multiplying by z;,  and summing overn, p can be found ag = % anh ’01 |Z il where we have used the
constraint with equality.

Consider the preamble vector withual training symbols. Then by the energy constraint we caneésill that
|z, |2 = |z|? = since the CP energy part vanishes (cfl (24)). We can cheatktle Lagrange equations are
jointly satisfied by this point:

0.2 2

Py 1, o (1 1
= 57 — 5L = —=T —_ — =
(@ara)  Lnll? & |zf? x> \&  Lplz?
Furthermore, it can be easily checked that the Hessian inghinerhood of(z, x

(Q).I'im

,x,...,x) is always positive definite.
Hence, the equal training symbols lead to a local minimumunaptimization problem
To show this, we have:

92T _ Lyo? 17 (m—q)(M—=1)—v+l) _ O~ g4m
ox; Ox* ME? Yk
™ (g ) =1
and
0*T _ 3MLp+2L} — 2L, — M o2
N M 282
For an arbitrary vectog in the feasibility set of our optimization problem, we caniter
Ln—1 0*TJ |
k,m=0 kym 6:%(% (z,2,...,7)
Lp—1 v
Lyo® ’Z tym 3 B RQI=D )
Me? Yulm 2, €
k,m=0,k#m =1
o> RS 3MLy+2L3 -2L, - M o RS,
- g@ 2. it L Z el
k,m=0,k#m
Lp—1 v L
Lno® ' x 25 (mogy(M—1)—v+1) _ Ln(Ln —1) o? S
Lrer Z ykymzenh( )( ) ) M 52 Z e
k,m=0 =1
2 Lh,fl 2 2 thl
o . 3MLy+2L; — 2L, —
oer D Uim T i Z |yl
k,m=0,k#m

7In the complex field, we should consider the real part of thedpct of the Lagrange multiplier and the constraint. Nédwagss, in this
problem, due to the symmetry of the constraint set, it canrbgea that both approaches lead to the same result
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Furthermore,

Ly—1 Lyn—1 Ln—1 |2 L,—1
S wivm = R vitm Skl = D lwl
k,m=0,k#m k,m=0,k#m k=0 k=0

(a) Lp—1 Lp—1

~~ d

< Ly Z lyel? = Z lyk|?

k=0
Lyp—1

= (Ln-1) Zml (Ln —1)€

where in(a) we have used the Cauchy-Schwartz mequallty, thus

o2 L,—1 o2 Lp—
582 Z YelYm = — Z lyk|?
k,m=0,k#m
We can write:
Lyo® RS 325 (k) (M-1)—v+)) _ Lno® 2= m(-1)-rt)|
. 2 1 2n 1
B S iyt S P 20
k,m=0 =1 I=1 |m=0

The positivity of the Hessian is satisfied if
<3MLh +2L2 — 2L, — M  Lp(Lp,—1) Lp—1

2
M M 2 )?‘Lh§>0

which holds for anyL; > 1.

The resulting (time-domain) MSE is:
Lo
&

MSE., =

APPENDIXII

CP-OFDM: THE CLASS OFEQUISPACED ANDEQUAL PILOT TONESACHIEVES THEGLOBAL MINIMUM MSE

In Appendix[], we proved that the class of equal training sghalis globally optimal for the CP-OFDM sparse
preamble, when the pilot tones are equispaced. We now phatdtiis is also a globally optimal solution.

We will rule out the possibility that nonequispaced pilatés can yield a lower MSE than the class of equispaced
and equal training symbols. Consider again the MSE exmedd8). We want to minimize this, subject to the
constramtz " Uz 24 & thF]WXuF]WquL < &. Itis obvious that since the CP is a wasted part of energy,
the MSE would be minimized if somehow we were able to colldicthe energy of the CP and put it in the useful
part, namely the first sum of the constraint. To obtain theimim MSE we can possibly imagine, we consider

the relaxed proble

min MSEy, (42)
Tim Fry %L,
Lp—1
s.t. Z |xim|2 <& (43)
m=0

8This is a “genie-aided” problem, i.e., a problem that is alistic in practice and only a genie can help us to obtaingesib would lead to

the minimum possible achievable MSE.
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However, it is known [19], [3] that the optimal solution fdri$ problem is the sparse preamblelof equispaced
and equipowered pilot tones. The minimum achievable Ms%iﬁ. This is also achieved by a sparse preamble of
equispaced aneljual pilot tones in the previous appendix. Therefore, we onlydrieeverify that this is the unique
class of sparse preamble vectors that achieve this minim@®&.Mhis is equivalent to proving that the class of
sparse preambles with equispaced and equal pilot toneg isrtly one that zeroes the CP energy.

The submatrix ofF' ,,, F'} ., involved in the evaluation ot F ., Fi; .z, isgiven by{(FMX,,FﬁXV) . }
) ] ’i,jGILl
whereZ;, is now any set of the fordio + kM /Lyl k =0,1,..., Ly — 1} with i =0,1,...,M/L, — 1. This ’

submatrix has a very special form:

Lemma 2: All diagonal entries of the submatri%(FMxyFﬁX,,) _ ] are equal tov = Ly, — 1, while all
“I14.5eTy, .
its off-diagonal entries equal -1. '

Proof: The general entry of the above submatrix is given by:

v Ly—1

27 (s — kg ) (M —1—v+1 2% (o e V(M — Ly 1

(FMXVF]IEIXU). = E e-7Lh( 5 —ki)( v+l _ E : 6.7,_,1( 5 —ki)( n+l)
Y= =1

wherei = i + kl% and similarly forj. Obviously, fori = j, (F ., Fiiv)ii =Ln—1,i=0,1,..., Ly — 1.
If i # j, and settingk = k; — ki,

L,—1

thl 5 5
21 f(M—Ly+1 2m
(17A4xy17§2xu)_ = j{: I ( ntl) _ E : Jin
1
J = =1

with the assumptions made previously fof, L;. But:

Lp—1

2
0= Z ethkl =1+ (FquFﬁXV)ij’
=0 .’

hence

(FAJXUFﬁXV)ij = _17 Z#]

|
. . H H
The question now concerns the type of vectoys that vanish the terme! F /. Fy @ = [|[Fy oz, |I?
vanish. Suppose that there is such a sparse vector withpegeid and equipowered symbals, = |z|e’%=. Then,
there should hOW’ﬁxﬂLh =0, henceFA,IX,,FﬁxymLh = 0. Consider, for example, the inner product of the first
ejeim) =

. But this can

rowof Fy, ., F1.. with z, - Then, according to the previous lemma, there should halgerfo — 37

0 or vet¥io = 3" _ el%m. Taking the modulus in both sides, we should have |>7 | e?%im

only happen when all the exponentials in the sum are collia@a of the same direction in the complex plane,
i.e., when all these exponentials are equal.

Conclusion: Among all sparse preamble vectors, it is those with equisghand equal pilot symbols that yield
the globally minimum MSE for CP-OFDM.

Remark: We can alternatively prove the statements of the last twoefydizes without resorting to the Lagrange
theory. Having defined the optimization probldml(40)}(44&, can observe that the MSE achieved by the equispaced
and equal pilot tones when they satisfy the constraint wathadity is L,o? /€. Without proceeding with the proof
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of Proposition 1, we give the genie-aided problém] (4Z2)-(4B)jch achieves the minimum MSE for any sparse
preamble. This minimum MSE is known to Wg,0?/€ [19], [3]. Thus, we only need to verify that the class of
equispaced and equal symbols is the unique MSE-optimas ¢tasthe sparse preamble design. This is shown as

above.

APPENDIXIII

CP-OFDM: CPTIMAL FuLL PREAMBLE VECTORSWITH EQUIPOWEREDPILOT TONES

The MSE expression (in the time domain) for the full preambl&ISE;; = 5= tr {CM (FAML,IF]I@X%”,
whereC ,, is the estimation noise covariance matrix, which is diagjomih diagonal entries of the form? /|x,, |2,

—1
m =0,1,...,M — 1. To obtain this expression, we have used the pseudo—inx(eﬁ%thFMth) )

-1
to translate the CFR estimates to the time-domain and ttiettiat (FﬁthFMth) = (1/M)I, . Clearly,
here we do not face an optimal placement problem. AE%MF]@X“ is an M x M matrix with its diagonal

elements all equal td.;,. Thus, the above MSE can be written as

M—-1

MSEy = 22 % o (44)
MTM?

M-1
m=0

Our problem then is to minimize this MSE subject to the caistry", — [zm|* + Zx? F . Fi @ < E.

We already know that the training vector with all equal syishie a global minimizer for that problem. In that

Ly Mo?> Ly o2 Lyo?

case MSEy = o = 31T = 7% andz”F,,,  Fi; .,z = 0. In the following, we show that there are
M

also optimal full preamble vectors with simply equipoweredt necessarily equal symbols, and demonstrate ways
of constructing them.

Obviously, if” F . F¥  x = |F%. x||> =0, thenz must be spanned by the fir3f — v columns of the
M x M DFT matrix F. That is, it must be of the forme = Zf\iSLh a; f;  wheref,,i=0,...,M — Ly, is the
ith column of F. We observe that simply setting = \/Wfi foranyi =0,1,..., M — 1 leads to equipowered
(but unequal) symbols that minimize the MSE (¢f1(44)). Alsoie to the orthogonality of the DFT vectors and
the fact that all of them have energy equallth we can see that the complex numbessi =0,1,...,M — L,
should satisfy> M " a;|? = £.

We now give an algorithm for constructing an infinite numbg&suach full preamble vectors, combining at most
two of the first\M/ — v columns ofF. Denote byF',, ,,_, the corresponding/ x (M —v) ma;rix.

Proposition 2: We can find infinitely many(M — v)-tuplesa = | ag a1 -+ ap—p_1 that satisfy
el = £ and lead tox = Zf\io””laifi, with |z;| = |z|, ¢ = 0,1,..., M — 1, in the following two cases:
First, only one of thex's, say a,,,, is nonzero, leading to a scaled version of the DFT colufnyn and second,
two of the o’s are nonzero, sawy, o, With phase differencesn/2 and |k — m| = M/2. The second case is
only justified if L, < 2.

Proof: Clearly, thea’s we look for are such thalt';, ;. o = \/%u whereu is any M x 1 vector with unit

modulus entries. For such a system of equations to be censiatshould belong to the range spacefof; . (1.,
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T
i.e., u = Fy 7, for some complex vectoy = [ Yo Y1 vt YM—v—1 } . Thena = /£ ~. Taking
the squared norm of both sides of the last equation and ukigdnstraint on the norm @f, we obtain

M—-v—1

Z |%‘|2 =

=0
Moreover, taking the first entry af and its modulus, we can write

M—-v—1

Z%‘

=0
The last two equations are satisfiable in the following caBést, if one of they’s is unit modulus, sayy.,, and

=1

the rest of them are zero. Them,will have only one nonzero entrg,,,, with modulus|a,,| = ,/%. Alternatively,
assume that only two of the's are nonzero, say, V.., with the rest of them being zero. Then,4f has a
modulusy, i.e., v, = ve??, and~,, = /1 —72e/(?*%) both equations are satisfied. In that case, there will only
be two nonzerax’s, namely ay, = ,/%yk and a,,, = 1/%%” Hence, for therth entry of , we will have
2 27 (k—m)r m)T

= M +2& 77V 1 §R{ [*5 ]} This is obviously equal t& /M

. . [Mi_] . 27 (k—m)r ,r - .

for r = 0, and also forr £ 0 if Rl ™ 214 =0, i.e., if T + 5 = £35 mod 7. This can be seen

that it implies the requirement — m| = &L [ |

|z, |? = ozke_J e + ay, e~ 155"

APPENDIX IV
OFDM/OQAM: OPTIMAL SPARSE ANDFULL PREAMBLES

Define the vector of the nonzero SFB output samples for a sgaeamble input (cf. Sectidn V}A):

T
Ly
$0GAM = [ Yiety, 4.09i000)  Yier, aiogio(l) - ez, @iogiollg —1)
Clearly, for a sparse preamble, we ha\®/ L, > 2. We first show the following:
Proposition 3: |f M/Lj, > 2, theané’lQAMH2 =D ieTs, ai . i.e., the energy transmitted for training is equal to

the energy of the training vector at the AFB output of the aisded ideal (channel- and noise-free) OFDM/OQAM

system.
Proof:
Lg,l 2 Lp—1 Lp—1 Lg
IsGoanll® = D 1D aiogioll Z Qi 0 Z @iy, ,0 Z Gin,0(1) g5, 0(1)
1=0 ieIL,
thl Lh,fl Lg_l
= Z ’Lm Z |g7f7n; Z a“naoazlmo Z gzm7 g’Lk 0 l)
m,k:O,m#k
Obviously,
L,—1 Ly,—1
> g0 = > g)? =1
=0 =0
and

Ly—1
Zgzm, g o) =0, mk=0,1,....L,—1, m#k

November 26, 2024 DRAFT



31

due to our assumption thaf /L, > 2 and a good frequency IocaIization@fThereforeHsé’éAM||2 = an’gol a; o
im €1, [ ]
The (time domain) MSE expression for the sparse preamble lujt nonzero pilot tones in the OFDM/OQAM
system is the same as in the CP-OFDM system, M&E;, = tr [CL)L (FthLthhnyh)_l]. Our optimization

problem can therefore be stated as follows:

i MSE 45

o, i, Ln (45)
Lp—1

st. Y a} <& (46)
m=0

where we have suppressed the temporal indleBut the solution to this problem is known. It is the class of
equipowered and equispaced pilot tones [19], [3].

For the full preamble, it is easy to show that the transmiting energy iszor equal to the energy of the training
vector at the AFB output. Using our assumption on the tineepfiency localization of the prototype function, the

training energy constraint can be written as:

M-—1
S (@l + Bemah_y + Benth, ) <€,

m=0
wherex,, = an 0e’¥™°, and therefore the optimization problem can be stated as:

M—1 9

1 o
i MSEy = — 47
Im;m:IorH?wk -1 M M 7712:0 |Im + ﬁxmfl + me+l|2 ( )
M—1
s.t. Z (|zm|® + Brmzl 1 + Brmai ) <& (48)
m=0

Using similar steps as in the proof of Propositidn 1, we casilgahow that the full preamble vector with all equal
symbols is a minimizer of (47)[(#8) and the minimum achidea¥SE is Mo?/ [£(1 + 2/3)?]. Furthermore, we
can show that this preamble is a global minimizer of the lgdtntization problem, but with a constraint on the

training energy at the SFB input, i.e., with a constraintred form:
M—-1
D leml® <€
m=0

Proposition 4: A global minimizer of the problem:

1 o
i MSE,; = — 49
T m:%,lgl...,lﬂfl M 74 mX::O |Tm + Bxm—1 + BTmi1]? (49)
M—1
s.t. Z |Tm]? < & (50)
m=0

is the full preamble withequal symbols.
Proof: To prove the statement of this proposition we can initialhow that the equal symbols is a local

minimizer of our optimization problem via Lagrange theomydathen verify that the equal symbols lead to the
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minimum possible MSE. However, if we show that the equal syisilachieve the lowest MSE, the step associated
with the Lagrange theory in unneces@ry

We can divide the class of symbols into the following subsdss

1la) Equal symbols, i.e., symbols of the same magnitude aasl@h

1b) Symbols of equal modulus and different phases (at le@stsymbol with different phase from the rest of
the symbols in the preamble vector).

2a) Symbols of different modulus but of the same phase (at le@e symbol with different modulus than the
rest of the symbols in the preamble vector).

2b) Symbols of different modulus and phase (at least a syuiffefent from the others in the preamble vector).

The subclasses 1a), 1b) subdivide the general claggugiowered symbols and subclasses 2a), 2b) the general
class ofnonequipowered symbols. First, we will show that between subclasses la)ldmdla) leads to an equal
or lower MSE than that of 1b). The same holds for the subclagsv#zhen it is compared with 2b).

Comparison of 1a), 1b) subclasses. We consider a vector of equal symbalg=z; = --- = 211 = 2 = |z]e??

and an arbitrary vector of the formy = |z]|e’?, xq = |z]e’?t, ..., z0—1 = |x|e?*M-1. For the case of equal

. 2 2 . . .
symbols, the arbitrary ter%mﬂmmflHmm+1|2 takes the valu I|2(§’+2ﬁ)2 and if we assume that the constraint is
satisfied with the equality, then this value becor@g%f;T)z. In the case of unequal symbols, the modulus is again

E/M since the constraint is phase blind, thus the maximum valaiedan be taken by any such ter It

. 0,2
Ed+r26)2"
0_2

is obvious that in any way the phaseg, ¢1, ..., ¢y —1 are chosen, there is at least one t%rﬂwmm,ﬁﬁmmﬂw

for the unequal symbols that is greater than or equ%l(—ﬁék% (essentially, we can not achieve in all cases triplets

of numberse,,_1, T, xm+1 that are collinear and of the same directionality in the clexplane). Therefore:
MSE!* < MSE!?

In the same way:
MSE?* < MSE*

To finish this proof, we have to show thBISE'® < MSE?*. For the subclass 1a) we can write:

M-1
1 2 M 2
MSE' = - Z . 2 T —M-1 Z
M m=0 |:Em + ﬁxm—l + ﬁ$m+1| Zm:O |.I'm + ﬁxm—l + ﬁxm-ﬁ-l |2
_ Mo?
E(1+2p)2
using the Arithmetic-Geometric-Harmonic (AGH) mean inality. For the subclass 2a), we have:
M—-1
1 o? Mo?
MSE** = — > -
M 1n2::0 [ + Bm—1 + B |? Zn]\;[:()l |Tm + BTm—1 + B |?

9Note that this holds also for the proof of Proposition 1.,Ivee can alternatively combine the results in the first twoempgiices, discarding
the Lagrange theory step and simply verifying that the equal equispaced symbols achieve the lowest MSE, which isl ¢guay, o2 /€.
10we refer to the interval0, 27) for the phases, since for a phase € [0, 27], the phasepo + 2k, k € Z leads to the same phaset?o.
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If we show that:
M—-1

> 2 + Bt + Brmi|? < E(1+26)°

m=0

or
M-1

> (Gm + BGn1 + BCm1)” < E(1+28)°

m=0
we will be done. Here(,,, = |z,,| and the last equation is obtained due to the equal phaseeg aythbols.

For the last expression, we have:

M—-1 M-1
Yoz (G + BGno1 + Bmi)? Z G2+ Z o1+ Z G
M—-1
+ 26 Z CnGm—1+ 288 Z CmGmt1 + 23 Z Cm=1Cm+1

m=0

We can consider that the index— 1 for m = 0 equalsM — 1 and correspondingly, the index+ 1 for m = M —1

equals0 due to the periodicity of the discrete time spectrum. Thamesf
M—1

M—1
ZCQ _ZCEn 1—Z@%1+1—5
m=0

M—-1

Z CmCm 1= Z <m<m+1

We set(,,—1 = &, in the last equation. We place the numbégsandé,, to the main diagonals of two diagonal

For the same reason:

matricesZ and E, respectively. The following lemma [8, p. 183] will proveaisl:

Lemma 3: Consider any two matriced, B € C™*" and their singular values;;(A),0;(B), i = 1,2,...,q,
with ¢ = min{m, n}, arranged in a descending order. Then:
(a) The following inequality holdsitr(A” B)| < 3°7_ | 0;(A)o;(B).
(b) There exist unitary matriceB, and P, such thainax{|tr(P, A" P,B)|: P, € C"*" P, € C™*™ are unitary} =
S0, 0i(A)oi(B).
Using the last lemma, we write:

M—1

M—1
ZE=) Z<m<m 1<y G =
= m=0

Using the same trick, we can show that:
M—1

Zcchm ) < Z<2 =

Therefore,
M—-1
3" (G + Bt + Blmr1)? < €+ B2E + B2E + 4BE + 26°€
m=0
= £(1+2p)?
and our proposition is proved. ]
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APPENDIXV

OFDM/OQAM: MSEWITH POSTPROCESSING OF THIFULL -PREAMBLE-BASED ESTIMATES

To derive the MSE expression, we first have to determine thvar@ance of the noise at the AFB output. The
mth noise component at the output of the AFB of the OFDM/OQANMteyn corresponding to the preamble vector
is given by, 0 = zf;gl w(l)gr, o(1), wherew(l) is the noise at the receiver front-end, assumed additive and

white with zero mean and variane€. We then have:

E (nm.omis0) ZZE (1) 0D gk,0(r —Gzz5zrgmo gro(r —ngmo gro(l

Form = k, this is equal tos2. According to our assumptions on the good localization ef pllse in frequency,
and using the fact that the phases, o, of the symbols are equal, we can see that the cross-cdoretatm above
takes the value?3 for I = m — 1, m+1 and is zero elsewhere. Therefore, the noise covariancéxnaatthe AFB

output can be expresseds:

&d “?(Hw)?
and hence the corresponding MSEM&s? / [5SQAM(1 + 25)2] as in [18). After the processing described in Sec-

tion -G, we come up with the final CFR estimates, with MSE gilsy:

When computing the initial CFR estimates as[in] (10), theaow@variance matrix becomé$, =

2

FMXL}L (Fﬁ\v_fI{XLhFI\{XLh) FMXLh BFMXL}L (FﬁXLh,FMXLh,) FMXLh:|

MSE tr [
1+ 20)2

ag
ESQAM(
g

2

5OQAM(1 + 25)2 M (BFAIXL)I FAIXL;I)

FMth,FMth has all its main diagonal entries equal fg,. For large M, it is easy to see that its entries

immediately above and below its main diagonal can also bé apglroximated byL;. This leads to:

Lh0'2

MSE ~ — "7
QUM (1 4 9p)
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