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Leveraging Coherent Distributed Space-Time
Codes for Noncoherent Communication in

Relay Networks via Training
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Abstract

For point to point multiple input multiple output systemsayal-Brehler-Varanasi have proved
that training codes achieve the same diversity order asatheite underlying coherent space time
block code (STBC) if a simple minimum mean squared erromedt of the channel formed using
the training part is employed for coherent detection of thaarlying STBC. In this letter, a similar
strategy involving a combination of training, channel mstiion and detection in conjunction with
existing coherent distributed STBCs is proposed for noaoatit communication in AF relay net-
works. Simulation results show that the proposed simpsesyly outperforms distributed differential
space-time coding for AF relay networks. Finally, the pregdstrategy is extended to asynchronous

relay networks using orthogonal frequency division mugtiing.

Index Terms

Cooperative diversity, distributed STBC, noncoherent gamication, training.

. INTRODUCTION

Recently the idea of space time coding has been applied ielass relay networks in
the name of distributed space time coding to extract sinblmefit as in point to point
multiple input multiple output (MIMO) systems. Mainly theeiare two types of distributed
space time coding techniques discussed in the literatjrde¢ode and forward (DF) based
distributed space time coding [1], wherein a subset (chdse®d on some criteria) of the

relay nodes decode the symbols from the source and transeotumn of a distributed
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space time block code (STBC) and (ii) amplify and forward YAfased distributed space
time coding [2], where all the relay nodes perform lineargessing on the received symbols
according to a distributed space time block code (DSTBC)teartbmit the resulting symbols
to the destination. AF based distributed space time codsngfispecial interest because
the operations at the relay nodes are greatly simplified aaceover there is no need for
every relay node to inform the destination once every gstadie duration whether it will be
participating in the distributed space time coding pro@ssis the case in DF based distributed
space time coding [1]. However, in [2], the destination wesuaned to have perfect knowledge
of all the channel fading gains from the source to the relays® those from the relays to
the destination. To overcome the need for channel knowledig&ibuted differential space
time coding was studied in [3], [4], [5], [6], which is essrtlly an extension of differential
unitary space time coding for point to point MIMO systems he telay network case. But
distributed differential space time block code (DDSTBCXkide is difficult compared to
coherent DSTBC design because of the extra stringent ¢onsli{we refer readers to [4],
[6] for exact conditions) that need to be met by the codes.edeer, all the codes in [3],
[4], [5] for more than two relays have exponential encodingiplexity. On the other hand,
coherent DSTBCs with reduced maximum likelihood (ML) deogcdcomplexity are available
in [8], [10], [13].

Interestingly in [9], it was proved that for point to point MD systems, training cotﬂs
achieve the same diversity order as that of the underlyihgi@nt STBC if a minimum mean
squared error (MMSE) estimate of the channel formed usiegrining part of the code is
employed as if it were error free for coherent detection efuhderlying STBC. Also, it was
shown that training codes have an error rate comparableettélst performing differential
unitary STBCs. The contributions of this letter are sumaetias follows.

« Motivated by the results of [9], a similar training and chahestimation scheme is
proposed to be used in conjunction with coherent distribisigace time coding in AF
relay networks as described in [2]. An interesting featdr#ne proposed training scheme
is that the relay nodes do not perform any channel estimaisary the training symbols
transmitted by the source but instead simply amplify anevéod the received training

symbols. The proposed strategy is shown to outperform tsekmeown DDSTBCs [3],

1Each codeword of a training code consists of a part known garéiceiver (pilot) and a part that contains codeword(s)

of a STBC designed for the coherent channel (in which recdias perfect knowledge of the channel)
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[4], [5], [6] using simulations. Also, it is shown that appraate power allocation among
the training and data symbols can further improve the eresfopmance marginally.

« Finally, this training based strategy is extended to assorabus relay networks with
no knowledge of the timing errors using the recently propgo®ethogonal Frequency
Division Multiplexing (OFDM) based distributed space tiroeding [7].

The rest of this letter is organized as follows. The propadsathing scheme along with
channel estimation is described in Sectidn Il. Extensioth®asynchronous relay network
case is addressed in Sectlod Ill. Simulation results case@Biection [V and conclusions are
presented in Sectidn]V.

Notation: A complex Gaussian vector with zero mean and covariancebm@twill be
denoted byCA (0, Q).

[I. PROPOSEDTRAINING BASED STRATEGY

In this section, we briefly review the distributed space ticoeing protocol for AF relay
networks in [2], make some crucial observations and theoga® to describe the proposed

training based strategy.

A. Observations from Coherent Distributed Space Time Coding

Consider a wireless relay network consisting of a sourceenaddestination node and
R relay nodesU;, U,,...,Ur which aid the source in communicating information to the
destination. All the nodes are assumed to be equipped witifalbiplex constrained, single
antenna transceiver. The wireless channels between timntds are assumed to be quasi-
static and flat fading. The channel fading gains from the s®tw thei-th relay, f; and those
from the j-th relay to the destinatiop, are all assumed to be independent and identically
distributed complex Gaussian random variables with zeramand unit variance. Symbol
synchronization and carrier frequency synchronizatiom assumed among all the nodes.
Moreover, the destination is assumed to have perfect knigeleof all the channel fading
gainsf;,g;, i=1,...,R.

Every transmission cycle from the source to the destinasotomprised of two phases.
In the first phase, the source transmits a veeter [ 2 ... 2p ' composed ofl}
complex symbols;, i = 1,...,T; to all the R relays using a fractiom; of the total power
P, for data transmission. The vectssatisfiesk|z z] = T} and P, denotes the total average

power spent by the source and the relays for communicatitg tathe destination. The
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received vector at theth relay is then given by; = /7, P, f;z+ v; where,v; ~ CN (0, I,)

represents the additive noise at thth relay.

In the second phase, theth relay transmitst; = 1/WT§dPi1Biri ort; = 1/Wf;dpj“HBi]ri*
to the destination, wherB; € C™>*"1 is called the relay matrix. Without loss of generality

we may assume that the fir8f relays linearly process; and the remaining? — M relays
linearly process;*. Under the assumption that the quasi-static duration ottia@nel is much

greater thar2 R channel uses, the received vector at the destination carressed ay =

T 2
S gititw =/ 2222 Xh+n where X = [ Biz ... Buz Byiiz® ... Bgrz' ]
T
h = [ figr fa92 - fugm f]T4+1gM+1 f}%gR ) 1)
n = /i (Zj.”ilngjvj + Zf‘:Mngijj*) +w andw ~ CN(0, I,) represents the

additive noise at the destination. The power allocatiotof@cr; andm, are chosen to satisfy
m Py + mPyR = 2P;. The covariance matrix of is given by’ = E[nn’] = Iy, +
J;—fil(zzil l9:/?B;B;"). Let the DSTBC% denote the set of all possible codeword matrices

X. Then the ML decoder is given by

- . 1 T P2
X =argmin || T2 (y — ﬁXh) I% - 2

Note from [2) that the ML decoder in general requires the Had@yg of all the channel

fading gainsf;, g;, ¢t =1,..., R. Consider the following decoder:
- . o P? )
X = —/——%Xh |7 . 3
arg min || y B Iz 3)

Remark 1: The decoder in{3) is suboptimal in general and coincidek thié¢ ML decoder
for the case whei' is a scaled identity matrix. The relay matrices for all thele®in [2],
[10], [12], [13] and some of the codes in [8] are unitary. Fbe ttase wheB;B;” is a
diagonal matrix for alk = 1,2,..., R (I is a diagonal matrix for this case), the performance
of the suboptimal decoder i](3) differs from that of the MLcdder [2) only by coding
gain and the diversity gain is retained. This can be provediwnlar lines as in the proof of
Theorem 7 in [8]. The class of DSTBCs from precoded co-otdiniaterleaved orthogonal

designs in [8] is an example for the case of diagdnahatrix.

2T requires knowledge of the;’s and h requires knowledge of;g;, i = 1,...,M and f;¢;, i = M +1,..., R which
together imply knowledge of;, gi, i =1,..., R.
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The decoder in[{3) requires only the knowledgehofnd not necessarily the knowledge
of all the individual channel fading gaing, ¢;, ¢ = 1,2, ..., R. The training strategy to be

described in the sequel essentiadiploits this crucial observation.

B. Training cycle

Note from the previous subsection that one data transmisgide comprises dfR channel
uses. In the proposed training strategy, we introduce aimgicycle comprising ofR + 1
channel uses for channel estimation before the start of tdat@mission cycle. We assume
that the quasi-static duration of the channel is greatem tlia+ 1) + F(2R) channel uses
where F' denotes the total number of data transmission cycles thatbeaaccommodated
within the channel quasi-static duration. Thus, the mimmchannel quasi-static duration
required for the proposed strategy3i8 + 1 channel uses. LeF;, be the total average power

spent by the source and the relays during the training cyidles, the total average power

Pi(R+1)+P;(F2R)
R(2F+1)+1

In the first phase of the training cycle, the source transthéscomplex number to all the

P used by the source and the relaysHis=

relays using a fractiom; of the total powerP; dedicated for training. The received symbol
at thei-th relay denoted by! is given byr! = /7, P, f; + n; wheren; ~ CN(0,1) is the
additive noise at the-th relay.

The second phase of the training cycle comprisegiathannel uses, out of which one
channel use is assigned to every relay node. Without losemérglity, we may assume that
the i-th time slot is assigned to theth relay. Furthermore, we assume that the valué/of
to be used during the data transmission cycle is alreadyddéciDuring its assigned time
VRt = IR e, i M

7o PR .t Wlﬂzprfi* 4 JmPR e e s 0 '

o 7r1Pt~|:1 i w1 Pr+1 . 7T:1Pt+.1 Z’
At the end of the training cycle, the received vecjpat the destination is given as follows:

slot, thei-th relay transmitg! =

7T17T2Pt2R
=4/—=——Igh+n 4
Yt P 1R + 1 (4)
PR r i
wheren; = P [ G .. guNM MMy oo GRMR ] + wy, h is same as

that given in [(1) andw; ~ CN(0,Ir) is the additive noise at the destination. The entire
transmission from source to destination is illustratedgpially in Fig.[d and Fig[PR.
Treating the entries oh as independent, identically distributed (i.i.d) compleauSsian

. . . . P R
random variables and alsg as complex Gaussian with meaand covariance 2245 +1)Ir,
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we propose to estimate the equivalent channel matgimilar to point to point MIMO case

-1
~ 7T17T2Pt2R 7T2PtR + 7T17T2Pt2R
h =4/ 1 5
7T1Pt+1 7T1Pt—|—1 * Ve ()

Now using the estimath, coherent DSTBC decoding can be done in every data transmis-

sion cycle, asX = argminxes || y — ;I;iﬁXh |%. Thus, coherent DSTBCs [8], [10],

[11], [12], [13] can be employed in non-coherent relay neksovia the proposed training

[9]) as follows:

scheme. We would like to mention that there may be betterrediastimation techniques than
the one described bj/1(5) but this is beyond the scope of ttierldut the simulation results
in section(\Y show that a simple channel estimator ag in (5)o@dgenough to outperform
the best known DDSTBCs.

IIl. TRAINING STRATEGY FOR ASYNCHRONOUS RELAY NETWORKS

The training strategy described in the previous sectiomraes that the transmissions
from all the relays are symbol synchronous with referencehéodestination. In this section,
we relax this assumption and extend the proposed trainragegly to asynchronous relay
networks with no knowledge of the timing errors of the relagnsmissions. However we
shall assume that the maximum of the relative timing ernammfthe source to the destination
is known.

An asynchronous wireless relay network is depicted in EigLet 7; denote the overall
relative timing error of the signals arrived at the destorainode from the-th relay node.
Without loss of generality, we assume that=0, ,,.; > 7,7 =1,..., R— 1. Perfect carrier
synchronization is assumed among all the nodes. This schedias on the recently proposed
OFDM based distributed space time coding in [7], [8] whiclessentially distributed space
time coding over OFDM symbols and the cyclic prefix (CP) of QF» used to mitigate
the effects of symbol asynchronism. The number of sub@aV and the length of the

cyclic prefix (CP)l., are chosen such that, > max;—, 2. {7;}. The channel quasi-static

duration assumed for this strategy(i$2 + 1) + F'(2R)) (N + [.,) channel uses. For the sake
of brevity, we shall only outline the main idea here and refer readers to [7], Section IV
of [8] for a detailed description.

As for the synchronous case, there will be a training cycléoreethe start of data
transmission from the source. In the first phase of the tmgilycle, the source takes thé

T
point inverse discrete Fourier transform (IDFT) of tNndength vectop = [ 11 ... 1 ]
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and adds a CP of length, to form a OFDM symbop. This OFDM symbol is transmitted to
the relays using a fractiom, of the total power?;. Thei-th relay receives? = /7, P,p + iif
wheren! ~ CN(0, Iy) is the additive noise at theth relay. During the second phase of
the training cycle, each relay is allotted a unigue OFDM tish& during which only that
relay transmits. Let us assume that thih relay is allotted thé-th OFDM time slot. Thus,
the second phase comprises/®OFDM time slots. Similar to the synchronous case, let us
assume that the first/ relays linearly process the received vector and the remguRi— M

relays linearly process the conjugate of the received vebBtoring its scheduled time slot,

\/@rﬂ if i < M
fhe =i relay transmits; = RPI t t e where((.) denotes the time
st C((r)Y), iti>M

reversal operation, i.e(r(n)) £ r(N +I.,—n). The destination receive® OFDM symbols

which are processed as follows:

1) Remove the CP for the first/ OFDM symbols.
2) For the remaining OFDM symbols, remove CP to geVdength vector. Then shift
the last/., samples of theV-length vector as the firgt, samples.
Discrete Fourier transform (DFT) is then applied on the ltesy R vectors to obtain
yt = [ TR P ]T,j =12, R.letw!=|wl, wi, .. wy,, ]T
represent the additive noise at the destination node injttie OFDM time slot and let

T
n"{ = [”g,j ni, ooonl_y } denote the DFT ofﬁ} after CP removal. Note that a

2kt

delayr in the time domain translates to a corresponding phase ehaing ~~  in the k-th
sub carrier. Now using the identiti€®FT(x))* = IDFT(x*), (IDFT(x))* = DFT(x*),
DFT(¢(DFT(x))) = x, p* = p we have in thej-th OFDM time slot

w1 RP? ) RP, t . t A
yt = fi9i\ T Pod® +/aprgmyodt +wi if j < M
i RP2 . , o
fion Theipodi + ) Zpthgmy” odB + wi if j > M
i2mT i2nri(N=1) 1T .
whered™ = [ 1 e v ... e N — ] and o denotes Hadamard product. Thus, in

each sub-carriek, 0 <k < N — 1, we get
T 7T17T2RPt2
Yii = [ 3//2,1 3//2,2 yltc,R } - \/ P +1 Irhy + nii (6)

T
hy = [ fig U22f292 UZMfMgM UZAI+IfJT4+1gM+1 UZRfEQR ] ) (7)

where
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i2wkT;

u, =e ~~ and

t TP R T1,t T™ t TM+1 t* TR t*
N = A\ TPtr [ G Mgy oo U MM pp U MM a1 - - U RN R
T
t t ¢
+ [ Wpy Wpo .. -Wpp } .

Analogous to the synchronous case, we propose to estimategthivalent channel matrix

s [mmRP?R [ mP,R+mmsP?R -1 -
hy from (6) ashi =/~ 54 ( et 1) yi. After the training cycle, the data
transmission cycle starts which involves the transmissibi® OFDM symbols containing

data from the source which is then time reversed and/or gaiga by the relays before
forwarding to the destination. In essence, a DSTBC (sinidasynchronous case) is seen by
the destination in every sub-carrier and the equivalenhicblseen by the destination in the
k-th sub-carrier is precisely the matrhg, whose estimated value is available at the end of
the training cycle. As for the synchronous case (Eée (3)pnopose to ignore the covariance
matrix of the equivalent noise while performing data detect We refer the readers to [7]

and Section IV of [8] for a detailed explanation of the daansmission cycle.

IV. SIMULATION RESULTS

In this section, simulations are used to compare the errdoieance of the proposed
strategy against the best known DDSTBC {orelays recently reported in [6]. Note that for
4 relays, the DDSTBCs in [6] were shown (see [6] for simulasioto outperform the codes
reported in [3], [4], [5] in both complexity as well as penfiaance.

We consider at relay_network and the C(_)herent DSTBC employed in the prapsseat-

*

21 Ry —2 —Z
. . . 22 Z1 —ZZ —23
egy for simulations is where {Re(z1),Re(z2)}, {Re(z3), Re(z4)},

z3 z4 2 %

| 21 23 z5 2
{Im(z1),Im(22)} and {Im(z3),Im(z,)} take values from quadrature amplitude modulation

(QAM) rotated by166.7078° (QAM constellation size chosen based on transmission.rate)
The relay matrices corresponding to this coherent DSTBCuar@ary andM = 2. We set

m =1, m = + (as suggested in [2])]} =T, = 4 and " = 50 for all the simulations. We
choseP, = (1+«)FP,, wherea denotes the power boost factor to allow for power boosting to
the pilot symbols. In order to quantify the loss in error pemfiance due to channel estimation
errors in the proposed strategy, we take the performandeeafdrresponding coherent STBC

as the reference. The DDSTBC taken for comparison is the gperted recently in [6].
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Fig.[3 shows the error performance of the proposed strategpinparison with [6] and
the corresponding coherent DSTBC for= 0, « = 0.4 and transmission ratesf 1 bits per
channel use (bpcu) aritibpcu respectively. It can be observed that for a raté bpcu and
codeword error rate (CER) afo—°, the proposed strategy outperforms the DDSTBC of [6]
by approximately2 dB for a = 0. For a transmission rate @f bpcu, the performance gap
between the proposed strategy and the DDSTBC of [6] inceets® dB. Thus, we infer
that the performance advantage of the proposed strategyRW&8TBCs increases as the
transmission rate increases. Also note that the proposetdgy is better than the DDSTBC
of [6] at all signal to noise ratio (SNR). We can attributeetirreasons for the proposed
strategy to outperform DDSTBCs as follows: (1) lesser e@jent noise power seen by the
destination during data transmission cycle as comparedstalited differential space time
coding [3], [4], [5], [6], (2) no restriction of coherent DT codewords to unitary/scaled
unitary matrices as is the case with DDSTBCs [3], [4], [5]) #d (3) the relay matrices
B;, i =1,2,..., R need not satisfy certain algebraic relations involving ¢tbhdewords (see
[4], [6] for exact relations), thus giving more room to optk® the minimum determinant of
difference matrices (coding gain). In spite of the simplaraiel estimation method employed
(Eg. (8)), note that the performance loss due to channehattin errors is only about dB
for transmission rates dfand2 bpcu respectively. Finally, observe that@/ power boost to
the pilot symbols gives marginally better performancer{g#i0.7 dB). From our simulations
we have observed that the performance begins to degrade for0.4. Simulation results
are not reported for the asynchronous case because the @eDd essentially makes the
signal model in every sub-carrier similar to the synchranoase and hence the performace

will be same but for a rate loss due to CP.

V. CONCLUSION

Similar to the results of [9] for point to point MIMO systenvge show that a simple training
and channel estimation scheme combined with the protoc§®]iutperforms distributed
differential space time coding at all SNR. The proposedegialeverages existing coherent
DSTBCs [8], [10], [11], [12], [13] for noncoherent commuat®n in AF relay networks.
We would like to emphasize here that designing coherent BEST®ith low ML decoding

SWhen calculating transmission rate, the rate loss due timlifew channel uses for training is ignored ¢ 1 for
proposed strategy artlR for DDSTBC [3], [4], [5], [6]).
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complexity and/or good coding gain is much simpler compaedlesigning DDSTBCs
wherein there are several stringent constraints [4], [6].ilyportant feature of the proposed
strategy is that the relays do not perform any channel esbmand only amplify and
forward the received pilot/data symbols as required. Thegxocessing required for channel
estimation is done only at the destination. Thus, we corectbdt the proposed strategy based
on training and existing coherent DSTBCs is a good altereath DDSTBCs for practical
AF relay networks in terms of performance as well as compfexi
Finally, the proposed strategy is extended for applicatibasynchronous relay networks

with no knowledge of the timing errors using OFDM. A drawbaifkthis strategy is that it

requires a large channel quasi-static duration spannieg mwultiple OFDM symbols.
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Fig. 3. Error performance comparison fodaelay network

Fig. 4. Asynchronous wireless relay network
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