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Abstract—In this work, we exploit the sector level sweep
of the IEEE 802.11ad communication standard to implement
an opportunistic radar at mmWaves and derive an adaptive
procedure for detecting multiple targets (echoes) and estimating
their parameters. The proposed detector/estimator extracts the
prospective echoes one-by-one from the received signal, after
removing the interference caused by the previously detected
(stronger) targets. Examples are provided to assess the system
performance, also in comparison with the canonical matched-
filter peak-detector and the Cramér-Rao bounds. Results in-
dicate that the proposed method is robust against the signal
spillover and the near-far problem caused by the imperfect auto-
correlation of the probing signal and, for the same probability of
false alarm, grants detection and localization performances close
to those previously obtained in a simplified single-target scenario.

Index Terms—IEEE 802.11ad, opportunistic sensing, radar,
adaptive detection, mmWaves, 60 GHz.

I. INTRODUCTION

The key enabling technologies of terrestrial wireless com-
munication standards from High Speed Packet Access+
(HSPA+) onwards are based on the availability of a larger
and larger transmission bandwidth [1], [2], whereby the mi-
gration towards carrier frequencies from the S-band (2-4 GHz)
upwards was foreseeable long before the establishment of
the IEEE 802.11ad standard, operating in the V-band (40-75
GHz) [3]. The overcrowding of the 2-4 GHz bandwidth (and
prospectively of the 4-8 GHz as well), traditionally assigned to
radar surveillance and tracking, has pushed the academic and
industrial research towards the study of co-existing architec-
tures wherein radar and communication functions can be both
implemented [4]: among the many philosophies emerged so
far, the one of interest here is the Dual Function Radar Com-
munication (DFRC) [5]–[8], putting forth the idea of a merely
functional coexistence which produces no mutual interference
between the sensing and the communication systems.

In the present contribution, we define opportunistic sensing
the exploitation of communication signals, enabled by a strict
coordination between the communication transmitter and a co-
located radar receiver chain, to the end of target detection and
localization: such a strategy is reminiscent of passive radar
systems [9], [10], but is substantially different due to the afore-
mentioned heavy information exchange. Opportunistic sensing
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has a long history (see, e.g., [11] and references therein)
and is still the subject of vibrant research. Not until recently
has the use of millimeter waves been proposed to exploit
the V-band for communication [12]–[15]; the key requisite
at mmWaves is the establishment of a proper beam alignment
between a pair of communicating nodes [16]. For example, the
IEEE 802.11ad standard operating at 60 GHz supports beam
steering towards up to 128 distinct sectors to cope with the
severe channel attenuation [3], [17], [18] and implements a
periodic search procedure, composed of a preliminary sector
level sweep (SLS) phase aimed at acquiring a coarse-grain
antenna sector configuration and by a beam refinement phase,
to establish a highly directional communication [17].

The works in [19], [20] have recently proposed to exploit
the single-carrier physical layer frame of IEEE 802.11ad to
extract the relevant parameters from a reflecting object in front
of the transmitter once a directional link has been established.
Instead, the works in [21]–[23] have leveraged the SLS phase
of IEEE 802.11ad to implement short-range surveillance radar,
patrolling an entire angular sector; the fundamental limits,
in terms of detection probability and range-Doppler local-
ization accuracy, achievable by using different segments of
the control physical (CPHY) packet transmitted during the
SLS have been established. Monitoring-oriented applications
may possibly benefit from these architectures: indeed, there
is a growing interest towards performing tasks like collision
avoidance, traffic management, intrusion detection, restricted
area surveillance, patient monitoring, child and elder home-
care without the use of dedicated devices [24]–[28]. The
assumption that most of the above preliminary studies has
in common is the presence of a single target in the azimuth
sector explored by the transmit beam. First efforts to remove
this limitation have been undertaken in [20], but a thorough
study of the potentials of 802.11ad radars in a realistic multi-
target (i.e., in the presence of an unknown number of possibly
moving targets) environment is still lacking.

In the above context, the contribution of the present study
is many-fold. At first, the properties of the CPHY packet
transmitted in the SLS of the IEEE 802.11ad communication
standard are investigated: indeed, opportunistic sensing can-
not exploit one of the major degrees of freedom the radar
designer can rely upon, i.e., the transmit waveform, since they
are bound to use segments of the communication signal. In
particular, the auto-correlation function of the CPHY packet
may present spurious peaks and/or a non-negligible tail that
may lead to (weak) target masking and false detections in a
canonical matched-filter peak detector (MF-PD) due to the sig-
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Figure 1. Description of the sector level sweep in the IEEE 802.11ad standard.

nal spillover. To overcome this limitation, we therefore derive
an adaptive detector-estimator which extracts the prospective
echoes one-by-one from the received signal, after removing
the interference caused by the previously detected (stronger)
targets; here the adaptivity is necessary due to the time-
varying nature of the sensed environment, Finally, a thorough
performance assessment is offered, showing the merits of the
proposed approach for short-range patrolling; in particular,
multiple possibly moving targets are detected and localized
with a precision in the order of few centimeters.

The rest of this paper is organized as follows. Section II
contains the system description, the signal model, and the
analysis of the range/Doppler accuracy granted by the avail-
able probing signal. Section III presents the proposed adaptive
detector/estimator. Section IV is devoted to the numerical
analysis. Finally, concluding remarks are given in Section V.

II. SYSTEM DESCRIPTION

To establish a link between two nodes, the IEEE 802.11ad
standard executes a beamforming training protocol: the reader
may refer to [3], [17], [29] and references therein for details.
In this paper, we focus on the SLS described in Fig. 1. In the
initiator sector sweep (ISS), the initiator performs a sequence
of directional transmissions towards the available sectors. The
responder receives in quasi omni-directional (QO) mode and
determines the transmit sector of the initiator with the largest
signal-to-noise ratio (SNR). In the responder sector sweep
(RSS), the role of initiator and responder is reversed. The
responder makes a sector sweep, while the initiator receives in
QO mode and determines the transmit sector of the responder
with the largest SNR: in this phase, each transmission also
carries the information as to the best transmit sector for the
initiator. Successively, the initiator sends a feedback frame
with its best transmit sector and the procedure ends when the
responder acknowledges its reception.

The sequence of directional transmissions performed during
the ISS or RSS phase can be used for sensing the environ-
ment [21]–[23]. Each transmission consists of a CPHY packet
containing a preamble, a header, and a payload [3], [30].1

1An optional beamforming training field can be appended to the CPHY
packet. Without loss of generality, we do not use this optional field.

×48

Gb −GbGb Gb −Ga −Gb −Ga Gb −Ga −Gb −Gb −Gb−GaGa

short training field channel estimation field

Figure 2. Preamble of CPHY packet in the IEEE 802.11ad standard. Ga and
Gb are Golay complementary sequences of length 128.
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Figure 3. Baseband spectrum mask of the IEEE 802.11ad standard.

The preamble is formed by the concatenation of a pair of
Golay complementary sequences [31] of length Kg = 128,
say Ga and Gb, as shown in Fig. 2; the preamble contains
Kp = 7552 symbols, grouped in the short training field
(STF) and the channel estimation field (CEF). The header field
carries 40 control bits, while the payload carries a number of
informational bits variable from 14 to 1023 bytes. Control
and informational bits are scrambled, encoded by using a
shortened low-density parity-check code with an effective
rate approximatively equal to 1/2, differentially encoded, and
spread by a Golay sequence of length 32, giving an overall
packet with K symbols and a throughput of 27.5 Mbps. The
value of K depends on the number of informational bits
included in the payload and ranges from Kmin = 23168 to
Kmax = 539520. Finally, the digital modulator employs a π

2 -
binary phase shift keying (BPSK) mapping and outputs the
following baseband waveform

g(t) =


√
PT

K−1∑
k=0

b(k)ψtx(t− kT ), t ∈ [0, Tg]

0, t /∈ [0, Tg]

(1)

where {b(k)}Kk=1 is the sequence of transmitted symbols,
ψtx(t) is the unit-energy baseband pulse, P is the transmit
power, T is the symbol interval, and Tg (≥ KT ) is the packet
duration (including the latency time between transmissions in
successive sectors, if any). The standard specifies the symbol
rate, namely, 1/T = 1760 MHz, and the spectrum mask
in Fig. 3, whereby the (one-sided) effective bandwidth is
approximatively W = 1/(2T ); without loss of generality, we
assume in the following that ψtx(t) has support in [0, Tψ,tx].

A. Continuous-time received signal

The baseband signal y(t) ∈ C received in the sector under
inspection is modeled as

y(t) =

P∑
p=1

αpe
2πiνptg(t− τp) + u(t) (2)

where
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• P ∈ {0, 1, . . . , Pmax} is the unknown number of echoes,
with Pmax being an upper bound to the number of
prospective echoes;

• αp ∈ C, τp ∈ [τmin, τmax], and νp ∈ [−νmax, νmax]
are the amplitude, delay, and Doppler shift of the p-th
echo, for p = 1, . . . , P , where νmax, τmin, and τmax

are the maximum Doppler shift and the minimum and
maximum delay of a prospective echo, respectively; αp
is a function of the two-way antenna gain, the two-way
channel response, and the radar cross-section (RCS) of
the scatterer causing the reflection;

• u(t) ∈ C is a circularly-symmetric complex Gaussian
process, independent of the received echoes, with au-
tocorrelation function Ru(z) = E[u(t)u∗(t − z)], ac-
counting for the thermal noise and, possibly, the residual
interference after self-interference cancellation [32], [33]
and weather clutter (if any) [34].

Prospective echoes come from any target/obstacle present in
the environment (for example, another network node, a wall,
a person, a tree, a car, etc.); we do not discriminate among
scatterers of different nature and any reverberation from the
environment, including surface clutter, is deemed as a signal
to be detected. We assume that each echo is generated by
a distinct and point-like scatterer, deferring to a possible
subsequent stage (not included in this study) the task of
exploiting some prior knowledge on the inspected area (if any)
to associate adjacent detections to range-spread objects and/or
remove ghosts generated by multi-path propagation.

The signal y(t) is sent to a low-pass causal linear time-
invariant filter with impulse response ψrx(t) to remove the out-
of-bandwidth noise; for example, this can be a filter matched
to the transmitted baseband pulse. In the following, we assume
that ψrx(t) has support in [0, Tψ,rx]. The filtered signal r(t) =
y(t) ? ψrx(t) can be written as

r(t) '
P∑
p=1

αpe
2πiνpts(t− τp) + w(t) (3)

where s(t) = g(t) ? ψrx(t) and w(t) = u(t) ? ψrx(t) is a
circularly-symmetric complex Gaussian process with autocor-
relation function Rw(z) = Ru(z) ? ψrx(z) ? ψ∗rx(−z). The
approximation in (3) follows from the fact that ψrx(t) has an
effective duration of approximatively 1/W ; consequently, we
have that

e2πiνptg(t− τp) ? ψrx(t)

=

K−1∑
k=0

b(k)

∫ +∞

−∞
ψrx(z)e2πiνp(t−z)

× ψtx(t− z − τp − kT )dz

'
K−1∑
k=0

b(k)e2πiνpt

∫ +∞

−∞
ψrx(z)ψtx(t− z − τp − kT )dz

= e2πiνpt [g(t− τp) ? ψrx(t)] (4)

since νp � W for all Doppler shifts of interest. As to this
point, recall that νp = 2vpf0/c, where vp is the radial velocity
of the p-th object, f0 is the carrier frequency (60 GHz), and

s(t)

s(t− τ)

0 KTprocessing window (a)

CEF

processing window (b) processing window (c)
KpT

processing window (d)

processing window (f)

processing window (e)
1024T 1536T 15744T 16256T

6528T 7040T
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CEF

STF
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Figure 4. Examples of six processing windows.

c is the speed of light; hence, for vp = 100 Km/h we have
νp ' 1.1× 104 Hz and νp/W ' 1.3× 10−5.

In the following, we elaborate the portion of r(t) falling
in the interval [Tw,1, Tw,2] ⊆ [0, Tg], wherein Tw,1 and Tw,2
are the beginning and the end of the processing window,
respectively, which are under the designer’s control. The end
of the processing window cannot exceed Tg since the antenna
beam is steered toward the next sector when the transmission
of g(t) is concluded.

B. Range and Doppler accuracy

To study the range accuracy, we analyze the similarity
between two delayed and truncated (per effect of the limited
processing window) copies of the probing signal. To this end,
we consider the following windowed correlation function

Φ(τ, τ̄ , Tw,1, Tw,2) =
1

‖ψ(t)‖2

∫ Tw,2

Tw,1

s(t− τ)∗s(t− τ̄)dt

(5)

where ‖ψ(t)‖2 is a normalization factor. In Fig. 5, we plot
|Φ| versus cτ/2 for τ̄ = 30T, 165T, 300T (corresponding to
a range of approximately 2.6, 14.1, and 25.6 m, respectively).
The inspected values of τ span 1024 symbol intervals. We
assume that ψtx(t) = ψrx(t) is a truncated raised cosine pulse
with roll-off factor 0.3 and support in [0, 2T ] and K = Kmin;
six windows are considered, as shown in Fig. 4, namely

(a) Tw,1 = 0 and Tw,2 = KT : this is the largest possible
processing interval (recall that Tg ' KT );

(b) Tw,1 = 0 and Tw,2 = KpT : this is the time interval
during which the preamble is transmitted;

(c) Tw,1 = KpT and Tw,2 = KT : this is the time inter-
val during which header and payload are transmitted;



4

0 10 20 30 40 50
0

1

2

3
104

0 10 20 30 40 50
0

1

2

3
104

0 10 20 30 40 50
0

1

2

3
104

(a)

0 10 20 30 40 50
0

2000

4000

6000

8000

0 10 20 30 40 50
0

2000

4000

6000

8000

0 10 20 30 40 50
0

2000

4000

6000

8000

(b)

0 10 20 30 40 50
0

0.5

1

1.5

2
104

0 10 20 30 40 50
0

0.5

1

1.5

2
104

0 10 20 30 40 50
0

0.5

1

1.5

2
104

(c)

0 10 20 30 40 50
0

200

400

600

0 10 20 30 40 50
0

200

400

600

0 10 20 30 40 50
0

200

400

600

(d)

0 10 20 30 40 50
0

200

400

600

0 10 20 30 40 50
0

200

400

600

0 10 20 30 40 50
0

200

400

600

(e)

0 10 20 30 40 50
0

200

400

600

0 10 20 30 40 50
0

200

400

600

0 10 20 30 40 50
0

200

400

600

(f)

Figure 5. |Φ(τ ; τ̄ , Tw,1, Tw,2)| versus cτ/2 for τ̄ = 30T, 165T, 300T . The processing windows (a)-(f) in Fig. 4 are analyzed.

Figure 6. Φ(τ, τ̄ , Tw,1, Tw,2) (normalized by the height of the main lobe)
versus cτ/2 and cτ̄/2 when the processing window (f) is employed.

(d) Tw,1 = 15744T and Tw,2 = 16256T : this is a
(512 symbol long) portion of the time interval during
which header and payload are transmitted;

(e) Tw,1 = 8KgT and Tw,2 = 12KgT : this is a (512
symbol long) portion of the time interval during
which the STF is transmitted;

(f) Tw,1 = 51KgT and Tw,2 = 55KgT : this is a (512
symbol long) portion of the time interval during
which the CEF is transmitted.

The main lobe of Φ(τ, τ̄ , Tw,1, Tw,2) is located at τ = τ̄
and its full width at half maximum is approximately 1/W
(corresponding to a range interval of about 17 cm): this implies
that two echoes with the same Doppler shift and delays τ1 and
τ2, respectively, may not be resolved if |τ1−τ2| < 1/W [35].
Also, as consequence of the normalization adopted in (5), the
height of the main lobe is approximately equal to the number
of integrated symbols (Tw,2−max{Tw,1, τ̄})/T (also referred
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to as coherent processing gain);2 for example, in case (a), the
height is approximatively equal to 23138, 23008 and 22868
for τ̄ = 30T, 165T, 300T , respectively.

In cases (a), (b) and (e), subsidiary peaks occur at multiple
of 64cT ≈ 10.9 m, since 48 repetitions of the Golay sequence
Gb are present at the beginning of the CPHY packet. In case
(a), the subsidiary peaks are less pronounced since the process-
ing window is much longer than the preamble duration and,
hence, also contains many header and payload symbols for all
inspected delays (see also case (c) next). The subsidiary peaks
become more pronounced in case (b), since the processing
window just contains the STF and a portion of the CEF for
all inspected delays, and even indistinguishable for the main
peak in case (e), since the processing windows contains a
cyclic shift of 4 repetitions of the Golay sequence Gb for all
inspected delays: in the latter two cases, the maximum non-
ambiguous range is actually limited to 10.9 m [35].

In case (c), the observed echoes mostly contain header and
payload symbols for all inspected delays. This choice provides
a well-behaved correlation function, as the encoded control
and informational bits form approximatively a pseudo-random
sequence. The side lobes around the main peak are caused
by the spreading of the encoded bits by a Golay sequence
of length 32. The key point here is that a sufficiently long
sequence of encoded bits is elaborated, so that the law of
large numbers comes into play. If this processing window
is significantly reduced, as in case (d), then the resulting
correlation function may get quite poor.

Case (f) also provides a good correlation function for short
ranges. Indeed, the CEF has been specifically designed to take
advantage of the complementary property of the Golay se-
quences Ga and Gb when performing channel estimation [36]:
in particular, the standard exploits the fact that the sum of
the aperiodic autocorrelation functions of two complementary
sequences is a delta-function [31]. To get a deeper insight
on this scenario, we plot in Fig. 6 the windowed correlation
function (normalized by its maximum value) versus cτ/2 and
cτ̄/2; it is seen that no significant subsidiary peak is present
if both cτ/2 and cτ̄/2 are less than 21.8 m.

As to the Doppler accuracy, notice that, if an echo is
received with a delay τ , then the part falling in the processing
window has a duration Tw,2 − max{Tw,1, τ}; consequently,
two echoes with the same delay τ and Doppler shifts ν1

and ν2, respectively, may not be resolved if |ν1 − ν2| <
(Tw,2 −max{Tw,1, τ})−1 [35], which in turn amounts to
requiring that

|v1 − v2| <
c

2f0 (Tw,2 −max{Tw,1, τ})
(6)

where v1 and v2 are the corresponding radial velocities.
Assuming K = Kmax, Tw,1 = 0, and Tw,2 = KT , then
the range rate resolution is limited to 30 Km/h: notice that
this value is already unsatisfactory for many applications. In
practice, the length of the processing window may be well
below KmaxT to reduce the complexity [23]; for example, for
Tw,2 − Tw,1 = KpT the resolution is limited to 2000 Km/h.

2The approximation stands for the fact that ψ(t) usually embraces more (4
in this example) symbol intervals, thus inducing inter-symbol interference.

Overall, the above discussion indicates that, while the local
accuracy (or resolution) in range is dictated by the signal band-
width and is in the order of few centimeters, the achievable
processing gain and global accuracy (or ambiguity) in range
greatly depends on the adopted processing windows [35]. Also,
accurate Doppler resolution is not possible in the considered
setup due to the short duration of the probing signal, no matter
how the processing window is chosen. Finally, we remark that
limiting Tw,2 to KpT ensures that the correlation properties
are packet independent.

C. Discrete-time received signal

The continuous-time signal r(t) is sampled at the
time instants {Tw,1 + (m − 1)Tc}Mm=1, where M =
b(Tw,2 − Tw,1)/Tcc + 1 is the number of data samples and
Tc ≥ 0 is the sampling interval (which is under the de-
signer’s control). After collecting these samples into the vector
r =

(
r(Tw,1), . . . , r(Tw,1 + (M − 1)Tc)

)T ∈ CM , we obtain
the following discrete-time model

r =

{
Xτ ,να+w, under H̄0

w, under H0

(7)

where
• H0 is the hypothesis that no echo is present (i.e., P = 0)

and H̄0 its complement (i.e., P ∈ {1, . . . , Pmax});
• α = (α1, . . . , αP ) ∈ CP , τ = (τ1, . . . , τP ) ∈

[τmin, τmax]P , and ν = (ν1, . . . , νP ) ∈ [−νmin, νmax]P

contain the amplitudes, delays, and Doppler shifts of the
received echoes under H̄0;

• xτ,ν ∈ CM contains the samples of e2πiνts(t− τ): in the
following, we refer to it as the signature of an echo with
delay τ and Doppler shift ν;

• Xτ ,ν =
(
xτ1,ν1 , . . . ,xτP ,νP

)
∈ CM×P contains the

signatures of the P echoes under H̄0;
• w =

(
w(Tw,1), . . . , w(Tw,1 + (M − 1)Tc)

)T ∈ CM
contains the noise samples.

Notice that w is a circularly-symmetric complex Gaussian
vector and the entries of its covariance matrix, say Cw,
are

[
Cw]i,j = Rw

(
(i − j)Tc

)
, for i = 1, . . . ,M and

j = 1, . . . ,M . In the following, we assume that Cw is full-
rank. Furthermore, notice that xτ,ν = dν � sτ , where �
denotes the element-wise Hadamard product,

dν =


e2πiν(Tw,1)

e2πiν(Tw,1+Tc)

...
e2πiν(Tw,1+(M−1)Tc)

 (8)

is the Doppler steering vector, and

sτ =


s(Tw,1 − τ)

s(Tw,1 + Tc − τ)
...

s (Tw,1 + (M − 1)Tc − τ)

 (9)

contains the samples of the probing signal s(t) delayed by
τ . If τ > Tw,1, then the first b(τ − Tw,1)/Tcc + 1 entries of



6

sτ are zero. Also, since header and payload change at each
transmission, sτ is packet-dependent (and, therefore, cannot
be computed off-line) for any τ such that τ + KpT < Tw,2.
A sufficient condition to make sτ packet-independent is to
set Tw,2 ≤ KpT : this may be appealing not only to reduce
the implementation complexity of the radar receiver (more on
this infra), but also to exploit the correlation properties of the
concatenated Golay sequences in the preamble (as explained
in Section II-B).

III. DETECTOR DESIGN

We are faced here with the problem of detecting an unknown
number of echoes and estimating their parameters (namely,
amplitude, delay, and Doppler shift). The work in [23] studied
this problem when at most one echo is present, i.e., Pmax = 1.
In this case, the log-likelihood ratio (LR) is written as [37]

2<
{
α1x

H
τ1,ν1C

−1
w r

}
− |α1|2xHτ1,ν1C

−1
w xτ1,ν1 (10)

which is maximized over the amplitude α1 when

α1 =
xHτ1,ν1C

−1
w r

xHτ1,ν1C
−1
w xτ1,ν1

. (11)

Hence, the generalized likelihood ratio test (GLRT) becomes

max
(τ,ν)∈S

∣∣xHτ,νC−1
w r

∣∣2
xHτ,νC

−1
w xτ,ν︸ ︷︷ ︸

Mτ,ν

H̄0

≷
H0

γ (12)

where S = [τmin, τmax]× [−νmax, νmax] is the feasible search
set and γ is the detection threshold, usually chosen to get a
desired probability of false alarm, defined as

Pfa = Pr(reject H0 under H0). (13)

Notice that the scoring metric Mτ,ν is the squared magni-
tude of the output of a noise-whitening matched filter (MF)
normalized by the average noise power at the output of such
filter. When a target is detected, the corresponding maximum
likelihood (ML) estimates of τ1, ν1, and α1 are

(τ̂1, ν̂1) = arg max
(τ,ν)∈S

Mτ,ν (14)

α̂1 =
xHτ̂1,ν̂1C

−1
w r

xHτ̂1,ν̂1C
−1
w xτ̂1,ν̂1

(15)

respectively. In practice, the maximization over S is approxi-
mated by a discrete search over a uniformly-spaced grid, say

G =
{

(τ, ν) ∈ [Jmin∆g, . . . , Jmax∆g]× [−NΩg, . . . , NΩg]
}

(16)

where ∆g and Ωg are the quantization step sizes in the
delay and Doppler domain, respectively, Jmin = dτmin/∆ge,
Jmax = bτmax/∆gc, and N = bνmax/Ωgc [35]. Notice that, if
2vmaxf0/c � (Tw,2 −max{Tw,1, τmin})−1, then dν ' 1M
for all inspected Doppler shifts and, hence, the Doppler search
can be avoided (i.e., N = 0); for example, for vmax = 100
Km/h, we need (Tw,2 −max{Tw,1, τmin})� 90 µs.

When Pmax > 1, a natural adaptation of the above pro-
cedure is to declare the presence of a target at any point

(τ, ν) ∈ G where Mτ,ν exceeds γ. This MF-based procedure
would be optimal (in the GLRT sense [38]) if the whitened
signatures {C−1/2

w xτ,ν}(τ,ν)∈G corresponding to the possible
look directions were orthogonal. Since this condition is not
verified here, a target located at (τ̄ , ν̄) produces a signal
spillover at a different look direction (τ, ν) 6= (τ̄ , ν̄), possibly
causing spurious threshold crossings (that are false detections)
and the masking of weaker targets3 [40], [41]. A peak-finding
algorithm can be employed after the thresholding operation,
thus treating all detections in a small neighborhood of each
peak as false detections due to a local signal spillover: this
strategy, referred to as MF-PD, cannot however recognize false
detections generated by the signal spillover at positions much
distant from a true scattering point neither it can discriminate
the echo of a target actually present at a given look direction
from the interference caused by a target located elsewhere.

A. IIC-AMF

To overcome the limitations of the MF-PD, for each look
direction, the receive filter should be closely matched to the
desired echo while also suppressing (part of) the interference
caused by other echoes [42]–[44]. To achieve this goal, we
propose an iterative adaptive procedure which attempts to
extract and detected the prospective echoes one-by-one from
the observed signal, after removing the interference from the
previously detected (stronger) targets.

To be more specific, assume that p − 1 echoes have been
detected in the previous p − 1 steps and let {α̂n, τ̂n, ν̂n}p−1

n=1

be the corresponding estimates of the amplitudes, delays, and
Doppler shifts. At the next iteration, we consider the problem
of detecting a prospective echo with amplitude αp, delay τp,
and Doppler shift νp in the presence of p−1 interfering signals
and noise. The proposed detector operates by maximizing over
(τ, ν) the following data-adaptive metric

Mτ,ν(p) =

∣∣∣xHτ,ν (Ci(p) +Cw)
−1
r
∣∣∣2

xHτ,ν (Ci(p) +Cw)
−1
xτ,ν

(17)

where Ci(p) represents the interference covariance matrix at
iteration p, for p = 1, . . . , Pmax. Notice that (17) can be
interpreted as the instantaneous power at the output of a noise-
plus-interference whitening matched filter normalized by the
average interference-plus-noise power at the output of such
filter, whereby resembling the detector proposed in [42].

Since a set of secondary data is not available here, we resort
to a parametric estimate of Ci(p). At the design stage, we
assume that the n-th interfering signal comes from a target
whose delay and Doppler shift, say (τn, νn), lay anywhere in
the region (τ̂n − En, τ̂n + En) × [ν̂n − Θn, ν̂n + Θn] ⊂ S,
for n = 1, . . . , p − 1, and that the corresponding amplitude
is |α̂n|e−iφ̂n , where {φ̂n}p−1

n=1 are independent random phases

3This problem also arises in code-division multiple-access (CDMA) com-
munication systems [39], where it is referred to as near-far problem.
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uniformly-distributed over [0, 2π]; then, the interference co-
variance matrix is computed as follows

Ci(p) =


0, if p = 1
p−1∑
n=1

|α̂n|2Qn, if p ∈ {2, 3, . . . , Pmax}
(18)

where
Qn = E

[
xτ̂n+εn,ν̂n+θnx

H
τ̂n+εn,ν̂n+θn

]
(19)

and εn and θn are independent random variables with a uni-
form distribution in [−En, En] and [−Θn,Θn], respectively.
{En,Θn}p−1

n=1 are positive design parameters accounting for
the inherent localization errors at the previous steps of the
algorithm: the intuition here is that the signature xτn,νn must
be contained in the column span of Qn whenever local esti-
mation errors are made. Leveraging the analysis in Section II
and the Cramér-Rao Bound on the variance of any unbiased
estimator of the unknown target parameters derived in [23],
we set

En =
1

2
max

{
∆g, λ

−1/2
n (2πW )

−1
}

(20a)

Θn =
1

2
max

{
Ωg, λ

−1/2
n (Tw,2 −max{Tw,1, τmax})−1

}
(20b)

where λn is a tuning parameter proportional toMτ̂n,ν̂n(n), in
keeping with the fact that a smaller estimation error occurs if
the (estimated) signal-to-interference-plus-noise ratio (SINR)
is larger. Since a detection is declared only if Mτ̂n,ν̂n(n) >
γ, a conservative (and data-independent) choice is to set λn
proportional to the threshold.

If the maximum ofMτ,ν(p) exceeds the threshold γ, a tar-
get detection is declared; also, the corresponding estimates of
the delay and Doppler shift, say (τ̂p, ν̂p), are readily computed
from the location of the maximum, while an estimate of the
target amplitude is

α̂p =
xHτ̂p,ν̂p (Ci(p) +Cw)

−1
r

xHτ̂p,ν̂p (Ci(p) +Cw)
−1
xτ̂p,ν̂p

. (21)

Otherwise, the search is terminated. We refer to this detector,
summarized in Algorithm 1, as the adaptive matched filter
detector (AMFD) with iterative interference cancellation (IIC),
shortly IIC-AMFD.

1) Implementation complexity: Each iteration of Algo-
rithm 1 (and therefore the detection of each target) mainly
requires computing the inverse of the matrix C(p) = Ci(p)+
Cw and, for all grid points, the pair of vector-matrix-vector
products xHτ,ν (C(p))

−1
r and xHτ,ν (C(p))

−1
xτ,ν , which

have a computational complexity O
(
M3
)

and O
(
|G|M2

)
,

respectively. If Tw,2 ≤ KpT and λn is data-independent, the
matrix Qn can be precomputed off-line for any (τ̂n ν̂n) ∈ G,
thus simplifying the detector implementation. In particular, let
UnΛ̂nU

H
n be the economy-size singular value decomposition

of Qn, where Un ∈ CM×dn is a matrix with orthogonal
columns, Λn is a dn×dn diagonal matrix with diagonal entries
λn,1 ≥ · · · ≥ λn,dn > 0, and dn is the rank of Qn. Then, we

Algorithm 1 IIC-AMF detector
1: Set γ based on the desired Pfa = Pr(reject H0 under H0)

2: Set G1 = G and P̂ = 0
3: for p = 1, . . . , Pmax do
4: Compute (τ̂ , ν̂) = arg max

(τ,ν)∈Gp
Mτ,ν(p)

5: if Mτ̂ ,ν̂(p) > γ then
6: P̂ = P̂ + 1
7: Set (τ̂p, ν̂p) = (τ̂ , ν̂) and compute α̂p from (21)
8: Update the search set

Gp+1 = Gp \
{

(τ, ν) ∈ Gp : |τ − τ̂p| ≤ Ep
and |ν − ν̂p| ≤ Θp

}
9: else

10: break
11: end if
12: end for
13: The number of detected targets is P̂ ; if P̂ ≥ 1, the

estimated amplitudes, delays, and Doppler shifts are
{(α̂p, τ̂p, ν̂p)}P̂p=1

can leverage the matrix inversion lemma to iteratively update
the inverse of C(p) for p = 2, . . . , Pmax, i.e.,

(C(p))
−1

= (C(p− 1))
−1 − (C(p− 1))

−1
Up

×
(
Λ−1
p +UH

p (C(p− 1))
−1
Up

)−1

×UH
p (C(p− 1))

−1
. (22)

2) Refined parameter estimation: Assume that P̂ ≥ 1
targets have been detected and, for p = 1, . . . , P̂ , consider
the following scoring metric

M̄τ,ν(p) =

∣∣∣xHτ,ν (C̄i(p) +Cw
)−1

r
∣∣∣2

xHτ,ν
(
C̄i(p) +Cw

)−1
xτ,ν

(23)

with

C̄i(p) =

P̂∑
n=1
n 6=p

|α̂n|2Qn (24)

which differs from Mτ,ν(p) in (17) for the fact that all
detected signals, expect the p-th signal, are now included in the
construction of the interference covariance matrix. A refined
estimate of the delay and Doppler shift of the p-th target is
now obtained as follows

(τ̄p, ν̄p) = arg max
(τ,ν)∈Bp

M̄τ,ν(p) (25)

where Bp is a small search region around the initial estimate
(τ̂p, ν̂p), namely,

Bp =
{

(τ, ν) ∈ S : |τ − τ̂p| ≤ Ep and |ν− ν̂p| ≤ Θp

}
. (26)

The local maximization in (25) can be implemented without
much computational effort by using a fine-grid search in Bp.
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Figure 7. Pfa versus γ for ∆g = T, T/2, T/4, T/8. ∆g decreases in the
direction of the arrow.

Accordingly, we can also compute a refined estimate of the
amplitude of the target as follows

ᾱp =
xHτ̄p,ν̄p

(
C̄i(p) +Cw

)−1
r

xHτ̄p,ν̄p
(
C̄i(p) +Cw

)−1
xτ̄p,ν̄p

. (27)

IV. NUMERICAL RESULTS

We present here some numerical examples to asses the per-
formance of the proposed detector. We consider a network with
a transmit power of P = 10 mW; we assume a thermal noise
with a flat power spectral density of σ2

u = −177 dBm/Hz and
a noise figure of the front-end receiver of Fu = 7 dB, whereby
the autocorrelation of u(t) in (2) becomes Ru(z) = Fuσ

2
uδ(z).

We model the amplitude of the p-th target as

αp =
√
GAslow

p Afast
p ζp/Lpe

−jφp (28)

where G = 46 dBi is the two-way (i.e., transmit and re-
ceive) antenna gain, 10 log10(Aslow

p ) is a Gaussian random
variable with a zero-mean and a standard deviation of 3 dB
(accounting for log-Normal shadowing), (Afast

p )1/2 is a Rice
random variable with a unit-power and a shape parameter of
15 dB (accounting for fast fading), ζp is the RCS of the target,
Lp = (4π)3λ−2 (cτp/2)

4 is the two-way path loss (computed
according to the radar equation), and φp is a random phase
uniformly distributed over [0, 2π) [12], [15], [45]. Also, we
assume that ψtx(t) = ψrx(t) is a truncated raised cosine pulse
with roll-off factor 0.3 and support in [0, 2T ], which satisfies
the spectrum mask in (3), and that K = Kmin.

In the following, we set the sampling rate at twice the signal
bandwidth W , whereby Tc = T , and adopt the processing
window (f) of Figure 4, which provides reasonably good
correlation properties—see Figure 5(f)—at an affordable cost,

10-2 10-1
10-2

10-1

Figure 8. Average number of false detections declared under H0 versus Pfa
when ∆g = T .

as only M = 513 samples are processed; also, we consider a
minimum and maximum range of rmin = cτmin/2 = 5 m
and rmax = cτmax/2 = 40 m, respectively, a maximum
speed of vmax = cνmax/(2f0) = 5 m/s, and Pmax =
b(τmax − τmin)/T c. In the implementation of proposed de-
tector, we set λn = Mτ̂n,ν̂n(n)/16 in (20a); also, we set
N = 0 in (16), since Doppler search is unnecessary (see the
discussion in Section II-B), and consider four values for ∆g ,
namely, T , T/2, T/4, and T/8. Finally, the refined estimates
in Section III-A2 are computed by using a delay step size of
T/512. The performance of the IIC-AMFD is compared with
that of the MF-PD and with that of the GLRT in (12) when
at most one target is present in the scene (i.e., Pmax = 1); we
refer to this latter solution as the single-target detector (STD).

We first investigate the threshold setting. In Figure 7, we
plot Pfa versus γ for different values of ∆g . For all considered
schemes (namely, STD, MF-PD, IIC-AMD), a false alarm
event occurs if4 max(τ,ν)∈GMτ,ν(1) > γ under H0, whereby
we obtain the same Pfa-versus-γ curve. Since the asymptotic
behavior of the class-1 distribution is observed, values of Pfa
below 10−3 can efficiently be estimated by resorting to an ex-
trapolative technique based on the extreme value theory (EVT)
[46], [47]. In Figure 8, we report the average number of false
detections declared under H0 (shortly, FD0) versus Pfa when
∆g = T (the curves for ∆g = T/2, T/4, T/8 substantially
overlap with the ones for ∆g = T and have been omitted for
the sake of readability). Clearly, FD0 = Pfa for the STD. On
the other hand, FD0 ≥ Pfa for the IIC-AMD and MF-PD, as
multiple false detections may be declared in the event of a false
alarm; in this latter case, however, it is interesting to notice
that FD0 rapidly converges to Pfa as the latter gets smaller,

4Notice that Mτ,ν = Mτ,ν(1).
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with FD0 and Pfa becoming practically indistinguishable when
Pfa < 0.05. As a consequence, constraining FD0 or Pfa is
substatially equivalent for all values of practical interest.

In Figure 9, we show the evolution of the proposed IIC-
AMFD in a single snapshot when Pfa = 10−4 and P = 8
targets are present in the scene; the RCS of each target takes
a random value in the interval [0.05, 0.2] m2. For the p-th
iteration, for p = 1, . . . , 8, we plot the scoring metricMτ,0(p)
versus the inspected range (namely, cτ/2). The red dashed
horizontal line denotes the detection threshold γ, while the
blue dashed vertical lines denote the target positions. At the
first iteration of the algorithm, the scoring metric Mτ,0(1)
coincides with that of the GLRT in (12). Multiple spurious
peaks occurs here as a consequence of the signal spillover
at ranges different from those occupied by a target; hence,
a peak detector operating on Mτ,0(1) would generate many
false detections—more on this in Figure 10(b)—; in order to
overcome this drawback, the IIC-AMFD just detects at this
stage the highest peak (indicated by the red circle marker),
which is likely to correspond to the target with the largest
absolute amplitude (in this case, the closest one). At the second
iteration, after removing the interference generated from the
first detected target, the highest peak of Mτ,0(2) is detected,
which is likely to correspond to the target with the second
largest absolute amplitude (in this case, the second closest
one). The effect of removing the interference caused by the
first detected target is visible here in the behavior ofMτ,0(2),
which now presents a notch at the range occupied by the first
detected target and, more importantly, a much smaller number
of spurious secondary peaks. As we proceed with the next
iterations, all targets except the weakest one located at 26 m
are detected; also, no false detection is present. At iteration 8,
the procedure is stopped as there is no threshold crossing.

In Figure 10, we study the detection and estimation per-
formance as a function of the range, when ∆g = T and
Pfa = 10−4. To this end, we consider a reference target with
a RCS of ζ = 0.1 m2, whose range is varied from 5 to
40 m. In order to assess the performance of the STD, only
the reference target has been generated. For the analysis of
the MF-PD and ICC-AMFD, instead, seven additional targets
(whereby P = 8) are randomly displaced in the inspected
area with a minimum mutual separation of 40 cm and a RCS
randomly chosen from the set [0.05, 0.2] m2. We simulate 2000
independent snapshots. Under this setup, Figure 10(a) shows
the probability of detection of the reference target, defined as
the probability that there is a detection with an estimated range
differing of at most cT/2 (approximatively, 8.5 cm) from the
true range; for the reader sake, we report both the range of
the reference target (bottom x-axis) and the average received
SNR (top x-axis), the latter being defined as

SNR = 512
PE[|α|2]

2WFuσ2
u

(29)

where α is the amplitude of the reference target and the factor
512 is the coherent processing gain granted by the adopted
processing window. Figure 10(b) shows the RMSE of the

(refined) estimator of the range, defined as(
E
[
|r̂ − r|2 | a detection has occurred

])1/2
(30)

where r and r̂ are the true range and its (refined) estimate. As a
benchmark, we compute the Cramér-Rao bound (CRB) derived
in [23]; since this bound depends on the value of |α| observed
in each snapshot, we plot its average over all snapshots where
a detection is declared, in keeping with the extended Miller-
Chang bound (EMCB) [48]–[50]. Figure 10(c) shows the
normalized RMSE of the (refined) estimator of the absolute
amplitude, defined as(

E
[
(|α̂| − |α|)2 | a detection has occurred

])1/2

E [|α|]
(31)

where α and α̂ are the true amplitude and its (refined) estimate;
as a benchmark, we also include the CRB derived in [23].
Finally, Figure 10(d) shows the average number of false
detections (i.e., detections that cannot be associated with any
of the targets present in the scene) as a function of the range
of the reference target.

Several remarks are now in order. First notice that the
ICC-AMFD provides detection and estimation performances
very close to those of the STD, confirming its robustness
with respect to the presence of other targets in the scene.
In particular, we obtain a probability of detection larger than
0.8 up to 25 m; also, using a search grid with ∆g = T
is already sufficient to provide a range accuracy of about
2.5 cm; the estimation error is farther reduced by using the
refined estimator proposed in Section III-A2 and an RMSE of
few millimeters—quite close to the EMCB—can be obtained
at very short distances. In the generated snapshots, no false
detection has been produced by both the ICC-AMFD and the
STD. On the other hand, the MF-PD has produced many false
detections in each snapshot (see also the upper-left subplot of
Figure 9). These false detections are not caused by spikes of
the underlying noise (as we are operating at Pfa = 10−4), but
from the signal leakage at look directions where no target is
actually present; in particular, the number of false detections
increases when the reference target is closer, as a stronger echo
produces a more severe spillover.

Figures 11(a) and 11(b) compare the probability of detection
and the RMSE of the (refined) estimator of the range, respec-
tively, for ∆g = T, T/2, T/4, T/8. The same setup considered
in Figure 10 is adopted here. The choice of ∆g has marginal
impact on the probability of detection, which only present
a minor increment form ∆g = T to ∆g = T/2 and, then,
saturates. On the other hand, decreasing ∆g helps improving
the accuracy of the initial range estimate; however, it has no
significant effect on the refine range estimate.

To farther investigate the impact of ∆g on the performance
of the ICC-AMFD, we consider now a different experiment.
We simulate two targets in the scene with a RCS of 0.1 m2:
one at a range of 20 m and another in its close proximity. Fig-
ures 12(a) and 12(b) report the average number of detections
in each snapshot and the RMSE of the refined estimator of the
range, respectively, as a function of the mutual target distance
(bottom x-axis) for ∆g = T, T/2, T/4, T/8. On the top x-axis



10

-20

0

20

40
# 1 # 2

-20

0

20

40
# 3 # 4

-20

0

20

40
# 5 # 6

5 10 15 20 25 30 35 40
-20

0

20

40
# 7

5 10 15 20 25 30 35 40

# 8

Figure 9. Evolution of the IIC-AMFD in a single snapshot when Pfa = 10−4 and P = 8. The p-th subplot (indexed left-to-right and top-to bottom) shows
Mτ,0(p) versus cτ/2 (namely, the inspected range), for p = 1, . . . , 8. The red dashed horizontal line denotes the detection threshold γ; the blue dashed
vertical lines denote the target positions; the red circle marker denotes the detection.

we also report the corresponding delay offset normalized by
the symbol interval. For the sake of comparison, we include
the performance of a genie detector which operates as follows.
At first, it perfectly removes the echo from the first target
and uses the STD to detect the other echo; then, it perfectly
removes the echo from the second target and uses the STD to
detect the other echo. It is seen that reducing ∆g is helpful to
better resolve close targets. In particular, moving from ∆g = T
to ∆g = T/8 improves the range resolution of about 8.5 cm
(corresponding to a delay of about one symbol interval); notice
that, when the delay separation drops below 2T = 1/W ,
then the average number of detections rapidly decreases (see
also the previous discussion in Section II-B), as one of the
targets may be masked by the other one and, therefore, missed.
Finally, notice that the range accuracy first degrades when the
targets get closer, as a consequence of the mutual interference;
then, when the separation gets smaller than 8.5 cm, it improves
as the two targets are essentially seen as a unique object.

V. CONCLUSIONS

In this work, we have considered an opportunistic radar
which exploits the SLS phase of IEEE 802.11ad communi-
cation standard operating at mmWaves and we have studied

the problem of multiple target detection and localization. We
have shown that the imperfect auto-correlation of the probing
signal prevents the use a simple matched-filter receiver, as
the signal leakage may generate false detections and/or target
masking. Also, we have proposed a novel adaptive procedure,
which extracts and detects the prospective echoes one-by-one
from the received signal: the main idea here is to adaptively
remove the interference caused by the previously detected
targets. The numerical analysis has shown that the proposed
solution grants detection and estimation performances very
close to those obtained in a single-target scenario for the same
probability of false alarm. This result comes at the price of
an implementation complexity cubic (rather than linear, as
for the matched filter) with the number of symbol intervals
spanned by the processing window and linear with the number
of targets. However, a wise choice of the processing window
allows to achieve a satisfactory coverage at an affordable cost:
specifically, processing a data segment spanning only 512
symbol intervals is already sufficient to have a probability of
detection larger than 0.8 up to 25 m and a range accuracy of
few centimeters for reasonable system parameters and targets
with a RCS of 0.1 m2. Also, the proposed refined estimator
can farther reduce the range accuracy to few millimeters at
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Figure 10. Probability of detection (a), RMSE of the (refined) estimator of the range, normalized RMSE of the (refined) estimator of the absolute amplitude
(c), and average number of false detections under H̄0 (d) as a function of the target range when ∆g = T , Pfa = 10−4, and P = 8.
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Figure 11. Probability of detection (a) and RMSE of the (refined) estimator of the range (b) as a function of the target range when Pfa = 10−4, P = 8, and
∆g = T, T/2, T/4, T/8. ∆g decreases in the direction of the arrow.
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Figure 12. Average number of detections (a) and RMSE of the refined estimator of the range (b) as a function of the mutual target distance when Pfa = 10−4,
P = 2, and ∆g = T, T/2, T/4, T/8. ∆g decreases in the direction of the arrow.



13

shorter distances. Accurate estimation of the target amplitude
is also possible. On the other hand, the short duration of
the probing signal prevents the measurement of the range-
rate. We underline that processing longer segments of the
CPHY packet, albeit in principle advantageous from the point
of view of the achievable performance, may turn out to be
computationally prohibitive for practical applications.

Future works along this research line should possibly inves-
tigate the problem of detecting range-spread objects and jointly
estimating their position and extension; also, they should
consider the effect of a more accurate channel model, wherein
multi-path propagation may possibly result into ghost targets.
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