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Sub-Resolution mmWave FMCW Radar-based

Touch Localization using Deep Learning

Raghunandan M. Rao, Amit Kachroo, Koushik A. Manjunatha, Morris Hsu, Rohit Kumar

Abstract—Touchscreen-based interaction on display devices
are ubiquitous nowadays. However, capacitive touch screens, the
core technology that enables its widespread use, are prohibitively
expensive to be used in large displays because the cost increases
proportionally with the screen area. In this paper, we propose a
millimeter wave (mmWave) radar-based solution to achieve sub-
resolution error performance using a network of four mmWave
radar sensors. Unfortunately, achieving this is non-trivial due to
inherent range resolution limitations of mmWave radars, since
the target (human hand, finger etc.) is ‘distributed’ in space. We
overcome this using a deep learning-based approach, wherein we
train a deep convolutional neural network (CNN) on range-FFT
(range vs power profile)-based features against ground truth (GT)
positions obtained using a capacitive touch screen. To emulate
the clutter characteristics encountered in radar-based positioning
of human fingers, we use a metallic finger mounted on a metallic
robot arm as the target. Using this setup, we demonstrate sub-
resolution position error performance. Compared to conventional
signal processing (CSP)-based approaches, we achieve a 2− 3×

reduction in positioning error using the CNN. Furthermore, we
observe that the inference time performance and CNN model
size support real-time integration of our approach on general
purpose processor-based computing platforms.

Index Terms—mmWave radar, deep neural network, sub-
resolution touch localization, large displays.

I. INTRODUCTION

Modern displays use capacitive touchscreens for enabling

touch-based interaction with the device, wherein touch local-

ization is performed by processing the changes in electrical

properties of the touchscreen layers across the display [1]. In

general, the touchscreen cost scales linearly with the area of

the display covered by the touchscreen. As a result, it becomes

prohibitively expensive to use capacitive touchscreens in large

displays (for instance, display size > 15 inch). Furthermore,

since the size of interactive elements (icons, sliders, buttons,

etc.) tend to be large on a large screen, the positioning error

requirement can often be relaxed from the typical mm-level

accuracy to a few cm, without significantly impacting the user

experience (UX). This work is focused on enabling accurate

touch positioning in the latter regime.

A. Related Work

To reduce the cost while providing accurate positioning

performance, there is significant interest in using alterna-

tive technologies such as Ultrasound [2], WiFi [3], Radio

Frequency [4], [5], mmWave [6], [7] and Ultrawideband
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(UWB) [8]–[10] radar. Yun et al. [2] designed a device-

free system using ultrasound signals to track human finger

motion. Their algorithm is based on processing the channel

impulse response (CIR) to estimate the absolute distance and

the distance displacement using multiple CIRs, resulting in

a median tracking error δrtrack,50 = 1 cm. Wu et al. [3]

proposed a sub-wavelength finger motion tracking system

using one WiFi transmitter and two WiFi receivers. Their

approach used a channel quotient-based feature to detect

minute changes in the channel state information (CSI) due

to finger movement, resulting in δrtrack,90 = 6 cm. Wang

et al. [4] propose a Radio Frequency Identification (RFID)

sensor worn on the finger to demonstrate precise tracking of

air handwriting gestures. The authors demonstrated tracking

errors of δrtrack,90 = 9.7 cm and 10.5 cm in Line-of-Sight

(LoS) and Non-LoS (NLoS) conditions respectively. Shang-

guan [5] proposed an air handwriting system based on two

differentially polarized antennas to track the orientation and

position of an RFID-tagged pen, achieving a 90th percentile

position error (δrpos,90) of 11 cm. Xiao et al. [7] proposed

an RF backscattering-based system to track handwriting traces

performed using a stylus in which a RFID tag is embedded.

The authors demonstrated δrtrack,50 = 0.49 cm at a writing

speed of 30 cm/s. Wei [6] designed a 60 GHz radio-based

passive tracking system to position different writing objects

such as pen/pencil/marker to obtain δrpos,90 = 0.8/5/15 cm

respectively. Their approach relies on passive backscattering of

a single carrier 60 GHz signal, using which the initial location

is acquired. The low tracking error is obtained by tracking

its phase over time. In [8], the authors propose an Inertial

Measurement Unit (IMU)-UWB radar fusion-based tracking

approach to implement a stylus-aided handwriting use-case

that achieves δrpos,50 = 0.49 cm. However, in the absence of

the IMU, the authors report δpos,90 = 6 cm.

Even though the works [2]–[4], [7] report a low tracking

error, the position error is high. While this trade-off is ac-

ceptable in finger tracking applications such as handwriting

recognition, it is unacceptable for on-screen interaction where

the performance is dictated by the position error, not by the

accuracy of the reconstructed trajectory. On the other hand,

works such as [8] that achieve cm-level position accuracy

necessitates the use of additional IMU sensors, that adds

system/computational complexity, and friction to the UX.

B. Contributions

In this work, we bridge this gap by proposing a mmWave

radar sensor network-based positioning framework that uses a

http://arxiv.org/abs/2408.03485v1


Deep Convolutional Neural Network (CNN) to achieve sub-

resolution position accuracy. We build a robot-based testbed

for characterizing positioning performance, in which we use a

robot-mounted metal finger as the distributed target. We collect

data for multiple runs to capture the metal finger’s signature for

each radar sensor at different locations of the screen, as well

as the corresponding ground truth position using a capacitive

touchscreen. The conventional signal processing (CSP)-based

approach that uses range calibration coupled with the nonlinear

least squares (NLS) algorithm [11] results in δrpos,90 = 3.7
cm. On the other hand, inspired by the LeNet model [12],

we design a CNN that outperforms the CSP-based approach

and achieves sub-resolution accuracy, with δrpos,90 = 1.6
cm. Finally, we demonstrate that the small model size and

CNN inference time makes real-time implementation feasible

on general purpose processor-based computing platforms.

II. SYSTEM DESIGN

A. Working Principle

In contemporary consumer electronic devices, touch local-

ization on a capacitive touchscreen displays rely on changes in

the electrical properties of carefully arranged material layers

when a finger touches the screen. In essence, the location

is estimated by determining the ‘touch cell’ where there

is maximum variation in the capacitance [13]. In contrast,

contactless methods can also be used if accurate distance [14]–

[16] and/or angle information [17] of the finger is known

relative to sensors with known positions. In this work, we

design a low-cost touch positioning system that uses multiple

Frequency Modulated Continuous Wave (FMCW) mmWave

radar sensors to locate the “finger” (target) on the screen.

FMCW mmWave radar sensors are attractive for short range

sensing applications because they can be operated at low-

power and manufactured with low cost. This is in part due

to the low bandwidth (∼ 1 MHz) of the baseband signal

processing chain, despite the large sweep bandwidth (> 1
GHz) [18].

However, the main factor that limits accurate finger local-

ization is the limited range resolution (∆rres) of the radar,

given by ∆rres =
c

2fBW
, where c is the free-space velocity of

light, and fBW the chirp bandwidth of the FMCW radar [19].

For example, the radar will not be able to distinguish objects

that are closer than 3 cm (in the radial direction) for fBW = 5
GHz. As a result, the finger and the rest of the hand often

appear as a single target to each radar sensor, thus resulting

in a range error that is dictated by ∆rres.

B. Experimental Testbed Setup

The main focus of this work is to evaluate the position error

of a mmWave radar-based touch solution. To undertake this,

we built a testbed whose schematic is shown in Fig. 1a. The

setup is based on a 15.6 inch display, on which Nrad = 4 radar

sensors are placed at the corners of the screen using 3D printed

fixtures, as shown in Fig. 1b. The display is equipped with a

capacitive touchscreen, which is interfaced with a dedicated

computer to obtain the ground truth (position and time) for

TABLE I: Radar Sensor Parameters

Parameter Value

Waveform type FMCW

Chirp Bandwidth (fBW) 4.874 GHz

Range Resolution (∆r) 3.075 cm

Frame Rate (fr) 120 Hz

Number of IF samples/chirp (NIF) 64

Number of chirps/frame (Nch) 8

Number of RX antennas/sensor (Nrx) 3

Number of radar sensors (Nrad) 4

each touch event. A metal finger is used as the target which

is to be localized by the radar sensor network. The metal

finger is mounted on a programmable robot to achieve precise

control over its trajectory during the data collection session, as

shown in Fig. 1a. The robot is controlled by another dedicated

computer, and is programmed to touch the display on a grid

of points, as shown in Fig. 2. The spacing between each point

on the grid is approximately 1 cm along both vertical and

horizontal directions. It is important to note that localization

performance in this setup is typically limited by ∆rres, since

the metal finger (target, analogous to the human finger) and

the metallic robotic arm (analogous to the rest of the hand)

on which it is mounted will appear as a single target to the

radar. The radar configuration used is shown in Table I. It is

worthwhile to note that this waveform is compliant with the

latest FCC final rule [20].

C. Radar Signal Pre-Processing

The signal processing pipeline for generating the feature

is shown in Fig. 3. Let f, s, r, c, j and i denote the frame

index, IF sample index, range bin, chirp index, RX antenna

index, and the sensor index respectively. Each radar sensor

transmits the FMCW waveform with parameters shown in

Table I. For each frame f , the received waveform is then

down-converted to get the intermediate frequency (IF) signal

xIF(f, s, c, j, i), that corresponds to the radar return. From this,

the range information corresponding to all scattering objects

in the radar’s field of view (FoV) is obtained by computing

the beamformed ‘range-FFT’ xr(f, r, c, j) using the following

sequence of steps.

xIF,zp(f, s, c, j, i) =

{

xIF(f, s, c, j, i) for s < NIF

0 for NIF ≤ s ≤ NosNIF − 1
, (1)

xw(f, s, c, j, i) = xIF,zp(f, s, c, j, i)wIF(s), (2)

xr(f, r, c, j, i) =

NosNIF−1
∑

s=0

xw(f, s, c, j, i)e
−j2πsr

NosNIF , (3)

for r = 0, 1, · · · ,
(

NosNIF

2
− 1

)

. Here, zero-padding is

performed in (1) to shrink the effective range-bin width to

∆ros = ∆r/Nos
1, where Nos = 8 is the oversampling factor.

The zero-padded signal is then used to compute the range-

FFT in (3) after a windowing operation wIF(·). The purpose

of the latter is to trade-off the range-FFT sidelobe level with

1Note that while this shrinks the range bin width, the range resolution (i.e.
minimum radial distance between two targets such that they appear as two
distinct targets) is unchanged. Oversampling in the range domain minimizes
the contribution of range quantization error in the system.
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Fig. 1: Schematic of (a) the robot-based data collection setup, and (b) mmWave radar network-based positioning setup, and

description of the Radar Coordinate System (RaCS) and Touchscreen Coordinate System (TCS).
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Fig. 2: Schematic of the touch locations on the display. In our

setup, dl = 34.3 cm, dw = 17.8 cm, and δx = δy = 1 cm.

the mainlobe width. It is worthwhile to note that the IF

signal contains only the in-phase component and hence, is

a real-valued signal. Thus, the range-FFT is symmetric about

r = NIFNos/2. Clutter removal is then used to eliminate the

scattered returns from static objects using an IIR moving target

indication (MTI) filter to get the post-MTI range-FFT signal

xMTI(f, r, c, j, i), given by

xc(f, r, c, j, i) = βxr(f, r, c, j, i) + (1− β)xc(f, r, c, j, i),

xMTI(f, r, c, j, i) = xr(f, r, c, j, i)− xc(f, r, c, j, i), (4)

where 0 < β < 1 is the IIR filter response parameter

and xc(f, · · · ) is the clutter estimate for the f th frame.

Finally, to keep the feature dimension manageable for real-

time implementation, averaging across chirps and boresight

beamforming are performed to get the beamformed range-FFT

feature xbf(f, r, i) using2

xbf(f, r, i) =
1

NrxNch

Nrx−1
∑

j=0

Nch−1
∑

c=0

xMTI(f, r, c, j, i). (5)

Note that for uniform linear/planar arrays, boresight beam-

forming is equivalent to signal averaging across RX antennas.

2Since the feature is obtained through linear operations on the raw IF
signal, averaging across chirps and boresight beamforming can equivalently
be performed on the IF signal prior to range-fft as well.

D. Ground Truth

For each touch event, the capacitive touchscreen-based

ground truth (GT) information is composed of the relative

location (pt,x, pt,y) and touch timestamp (tGT), such that

0 ≤ pt,x ≤ 1 and 0 ≤ pt,y ≤ 1. The relative locations are

converted to locations in the radar coordinate system rGT =
(xt,GT, yt,GT) using knowledge of the reference radar location

w.r.t. the touch area. We use the sign convention shown in Fig

1b, using which the GT coordinates are calculated using

rt,GT = (rt,xdl + dx,0,−rt,ydw − dy,0). (6)

III. CONVENTIONAL SIGNAL PROCESSING (CSP)-BASED

POSITIONING

To improve the accuracy of the conventional signal

processing-based estimates, we use range estimates from the

beamformed signal, as well as the per-RX signals. Firstly, the

post-MTI range-FFT from each RX antenna is averaged across

chirps using

xMTI,c(f, r, j, i) =
1

Nch

Nch−1
∑

c=0

xMTI(f, r, c, j, i). (7)

Then, range estimates corresponding to the per-RX (r̂ij(f))
as well as beamformed signals (r̂bf,i(f)) are estimated using

r̂ij(f) = ∆ros · argmax
r

|xMTI,c(f, r, j, i)|2, (8)

r̂bf,i(f) = ∆ros · argmax
r

|xbf(f, r, i)|2. (9)

To have reliable ranging performance in the presence of

low SNR conditions and strong clutter regions (e.g. portion

of the hand excluding the finger such as shoulder, torso,

palm etc.), we invalidate the range estimate when there is no

consensus among the different per-RX range estimates. The

range estimate from the ith sensor is computed using

r̂i(f) =











r̂bf,i(f)− rcal,i if |r̂ij(f)− r̂ik(f)| ≤ ∆rth

∀j 6= k

nan otherwise.

,

(10)
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Fig. 3: Flowchart of the radar signal processing pipeline implemented on each radar sensor.
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Fig. 4: The four-channel input (x̄bf (Fi(n),R)) consists of heatmaps from the four mmWave radars. The Deep Convolutional

Neural Network consisting of three Convolution2D layers and Maxpooling2D and one Dense layer. The final dense layer

outputs the 2D position estimate (r̂t,ML) of the touch event on the display.

where ∆rth is the range consensus tolerance, and rcal,i is the

range offset for the ith sensor, which is obtained using a one-

time calibration of the localization environment. Let fn be the

radar frame index corresponding to the nth touch event. Then,

the range estimates are averaged over a window of Nw =
5 frames, to mitigate the unavailability of range estimates,

resulting in a range estimate r̄i(fn) = 1
Nval

∑Nw−1

m=0 r̂i(fn −
m)1[r̂i(fn − m) 6= nan], where Nval = |{m|r̂i(fn − m) 6=
nan}|.

Finally, the target’s position estimate (r̂t,CSP(f)) is obtained

by solving the nonlinear least squares (NLS) problem [11]

r̂t,CSP(fn) = argmin
r

Ns−1
∑

i=0

(‖ri − r‖2 − r̄i(fn))
2. (11)

IV. DEEP NEURAL NETWORK-BASED POSITIONING

A. Feature Generation

The datastream from each radar sensor and the capaci-

tive touchscreen are collected independently without explicit

synchronization. The relatively high sampling rate of the

radar (120 Hz) and the touchscreen (90 Hz) w.r.t. the fin-

ger movement speed eliminates the need for explicit sensor

Fig. 5: Partitioning of touch points into train/validation/test

datasets, and their locations relative to the radar sensors. In

our testbed, the radar locations are r0 = (0, 0)) cm, r1 =
(35.8, 0.9) cm, r2 = (36.4,−19.8) cm, and r3 = (0.6,−20.2)
cm.

synchronization. The radar frame indices corresponding to

each touch event are found using the GT touch time tGT.

Suppose the ith radar frame index corresponding to the touch



event is fGT,i For each touch event, the feature contains the

beamformed range-FFT for all radar sensors for the frames

Fi = {fGT,i−25, fGT,i−24, · · · , fGT,i+25} for the range bin

indices R = {0, 1, · · · , Rmax}, where Rmax =
⌈

Nos

√
d2

l
+d2

w

∆r

⌉

is the maximum possible target distance on the display. In our

setup, Rmax = 110. The feature for the nth touch event is

the tensor x̄bf (Fi(n),R) ∈ C61×110×4, comprising of four

heatmaps, each corresponding to one of the radar sensors.

B. Machine Learning Model Architecture

The proposed CNN-based architecture used in this work is

shown in Fig. 4, which is similar to the LeNet-5 architecture

[12] except it uses 3 layers of convolution with 3 max-pooling

layers rather than 3 layers of convolution with 2 average

pooling in the original architecture. We use three cascaded

2D-Convolutional + 2D-Maxpooling layers with filter sizes of

32, 32, and 32 respectively, each with a kernel size of 3 × 3
with ReLu activation. The maxpooling layer after convolution

is used not only to reduce the feature size but also reduce

over-fitting. This improves the generalization and also reduces

the memory requirements to host the model on the device.

After the convolution and pooling operations, the output is

flattened, followed by a dense layer with 16 units and then

the final 2 dense unit to generate the 2D position coordinates

r̂t,ML = (x̂t,ML, ŷt,ML).

V. EXPERIMENTAL RESULTS

A. Data Collection

The effective touch area on the 15.6 inch display is a

rectangular area of length dl = 34.3 cm and width dw = 17.8
cm. In a single session, the data is collected across a point

grid with an arbitrary offset from Radar 0 (r0), such that

consecutive touch points are separated by 1 cm along both

the axes, as shown in Fig. 2. Data is collected in two stages:

1) Training Dataset: In this stage, we collected data for

50 sessions. In each session, the robot touched the

screen across a 31 × 16 grid. After accumulating data

across all sessions, the training data has the dimension

(24799, 61, 110, 4).
2) Validation and Test Datasets: In this stage, we collected

data for 15 sessions. In each session, the robot touched

the screen across a 30 × 15 grid. The grid pattern

was designed such that the validation/test touchpoints

have a position offset of δr′ = (0.5 cm, 0.5 cm) rel-

ative to the training touchpoints. This offset is intro-

duced to test the generalization performance of the

machine learning model to unseen data. Finally, touch-

points in the odd/even rows are allocated to the val-

idation/test datasets, as shown in Fig. 5. Hence, the

validation and dataset dimensions are (3600, 61, 110, 4)
and (3150, 61, 110, 4) respectively.

B. Range Calibration

For the conventional signal processing approach, the range

calibration offset for each radar sensor (rcal,i) is estimated

using the training dataset. For the nth touchpoint in the
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Fig. 6: Distribution of position error for the Conventional

Signal Processing and ML-based approaches.

TABLE II: Position Error Performance Comparison on the Test

Dataset

Performance Metric CNN-based CSP-based

Median Pointwise RMSE 0.84 cm 1.92 cm

90%ile Pointwise RMSE 1.6 cm 3.85 cm

Median Error (all points) 0.82 cm 1.75 cm

90%ile Error (all points) 1.62 cm 3.7 cm

training set, the range estimate corresponding to each radar

sensor is computed using (10), and is compared to the GT

distance rt,GT,i(n) = ‖rt,GT(n) − ri‖2. Suppose the corre-

sponding range error is ∆ri(n) = rt,GT,i(n) − r̄i(fn). Then,

the range calibration offset is estimated by computing the

empirical average of the range errors for each sensor, i.e.

rcal,i = 1
Ntrain

∑Ntrain−1

n=0 ∆ri(n), where Ntrain = 24799.

Note that this is the least-squares (LS) solution of the range-

bias estimation problem under the model r̂(n) = r(n) + ǫ for

n = 0, 1, · · · , Ntrain − 1, where ǫ is the range bias.

C. Position Error Performance Comparison

Fig. 6 shows the marginal distribution of position error

(marginalized across the entire test dataset) for (a) train-

ing/validation/test datasets (CNN-based approach), and (b)

the test dataset (CSP-based approach). First, we observe that

there is more than a 2× improvement in the validation/test

position error performance in the median and 90th percentile

value, when using our CNN-based approach. Furthermore, we

observe that these values are well within the range resolution

of the radar waveform (∆rres = 3.075 cm). On the other hand,

we observe that while range calibration significantly improves

the position error performance, the range-calibrated CSP-based

approach achieves a 90th percentile position error of 3.7 cm,

which is ∼ 20% higher than ∆rres. In alignment with our

understanding of the physical limitations imposed by the

radar waveform, the CSP-based method is unable to achieve

sub-resolution accuracy. The key performance statistics are

summarized in Table II.

Fig. 7 shows the heatmaps of RMSE position error for

the CNN and CSP-based methods, for different touch regions

on the display. These heatmaps are computed for the test
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Fig. 7: Comparison of the root mean square (RMSE) position error heatmap (colorbar unit is cm) when using (a) conventional

signal processing (after range calibration), and (b) our proposed CNN Model (from Fig. 4).

0 1 2 3 4 5 6
Time (ms)

0.0

0.2

0.4

0.6

0.8

1.0

D
is

tr
ib

u
ti
o

n

Fig. 8: Distribution of the CNN inference time (tCNN,inf ,

shown in blue) versus the half radar frame repetition interval

(1/2fr, shown in red).

dataset, visualized in Fig. 5. We observe that the CNN-based

approach results in more than a 3× improvement in the worst-

case (maximum) RMSE, compared to that of the CSP-based

approach. In general, there is more than a 2× improvement in

RMSE position error for the CNN-based approach relative to

that of CSP, when comparing the point-wise median and 90th

percentile RMSE, as shown in Table II.

D. Feasibility of Real-Time Implementation

Inference execution time and model size are two important

aspects of the CNN model that determine whether it is suitable

for real-time implementation. Our model has ∼ 9 × 104

parameters, with a total size of ∼ 350 KB. Thus, the memory

required to store the model is quite small, and can be fitted

on any standard system-on-chip (SoC).

For integrating any ML-based algorithm into a real-time

localization system, it is important that the inference time

(tCNN,inf ) be smaller than the radar frame repetition interval

(1/fr). To evaluate feasibility, we used a computer with

an Intel i7-1185G7 processor, 16 GB RAM, and no GPU.

Fig. 8 shows the distribution of tCNN,inf characterized on

the test dataset. We observe that the median as well as the

90th percentile inference time is 2 ms, which is considerably

smaller than the radar frame interval (8.33 ms, in our system).

Thus, the small model size and inference time indicates that

our proposed CNN-based approach is well-suited for real-time

implementation on general purpose processor-based platforms.

VI. CONCLUSION

In this paper, we proposed a mmWave FMCW radar-based

touch localization system, wherein a deep neural network was

trained to accurately localize a robot-mounted metal finger.

We demonstrated that the CNN-based approach achieved sub-

resolution position error, and significantly outperformed con-

ventional signal processing-based algorithms. Finally, we dis-

cussed the feasibility of implementing our proposed approach

in real-time. The small (a) CNN model size, and (b) inference

time on general purpose computing platforms (relative to the

radar frame interval), point towards a very strong feasibility

for implementation on a real-time localization system.

In this work, we have focused on accurate localization

of robot-mounted targets. In general, extending this work to

design localization systems for small targets such as accurate

touch localization of human finger, and enabling handwriting

on non touchscreen displays are worthwhile to enable low-cost

technologies for human-screen interaction.
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