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FINITE CONVERGENCE OF MOMENT-SOS RELAXATIONS

WITH NON-REAL RADICAL IDEALS

LEI HUANG, JIAWANG NIE, AND YA-XIANG YUAN

Abstract. We consider the linear conic optimization problem with the cone
of nonnegative polynomials. Its dual optimization problem is the generalized
moment problem. Moment-SOS relaxations are powerful for solving them.
This paper studies finite convergence of the Moment-SOS hierarchy when the
constraining set is defined by equations whose ideal may not be real radi-
cal. Under the archimedeanness, we show that the Moment-SOS hierarchy has
finite convergence if some classical optimality conditions hold at every mini-
mizer of the optimal nonnegative polynomial for the linear conic optimization
problem. When the archimedeanness fails (this is the case for unbounded
sets), we propose a homogenized Moment-SOS hierarchy and prove its finite
convergence under similar assumptions. Furthermore, we also prove the finite
convergence of the Moment-SOS hierarchy with denominators. In particular,
this paper resolves a conjecture posed in the earlier work.

1. Introduction

Let R[x] := R[x1, . . . , xn] denote the ring of polynomials in x := (x1, . . . , xn)
with real coefficients, and let R[x]d be the set of polynomials in R[x] with degrees
at most d. For a nonnegative integer vector power α := (α1, . . . , αn), the αth
moment of a Borel measure µ on R

n is the integral
∫
xαdµ for the monomial xα :=

xα1
1 · · ·xαn

n . The support of µ, for which we denote supp(µ), is the smallest closed
set T ⊆ R

n such that µ(Rn\T ) = 0. For the degree d > 0, denote the power set
(|α| := α1 + · · ·+ αn)

N
n
d := {α ∈ N

n : |α| ≤ d} .
Let RN

n
d denote the space of real vectors y that are labeled by α ∈ N

n
d , i.e.,

y = (yα)α∈Nn
d
.

Such a vector y is called a truncated multi-sequence (tms) of degree d. For a closed
set K ⊆ R

n, let Rd(K) denote the moment cone

Rd(K) :=

{
y ∈ R

N
n
d

∣∣∣∣
∃ a Borel measure µ, supp(µ) ⊆ K,
yα =

∫
xα dµ for each α ∈ N

n
d

}
.

The moment cone Rd(K) is always convex. It is closed if K is compact, but it
is typically not closed if K is noncompact. We define the bilinear operation 〈·, ·〉
between R[x]d and R

N
n
d :

〈p, y〉 =
∑

α∈Nn
d

pαyα for p =
∑

α∈Nn
d

pαx
α.
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We study the generalized moment problem (GMP), which is also called the
generalized problem of moments in some literature (see [23])

(1.1)





min 〈f, y〉
s .t . 〈ai, y〉 = bi (1 ≤ i ≤ m1),

〈ai, y〉 ≥ bi (m1 < i ≤ m),
y ∈ Rd(K).

In the above, f , a1, . . . , am are given polynomials in R[x]d, m1 ≤ m are integers
and b1, . . . , bm ∈ R are given constants. For convenience, we denote the vector
b = (b1, . . . , bm). The GMP has broad applications in optimal transport [33], dis-
tributionally robust optimization [43, 46], computational geometry and optimal
control [15], different ranks for matrices and tensors [10, 12, 20], and tensor opti-
mization [44, 40, 45]. More applications can be found in [15, 23, 28, 41].

The dth degree cone of polynomials that are nonnegative on K is

Pd(K) := {p ∈ R[x]d : p(x) ≥ 0 for all x ∈ K}.

Note that Pd(K) is a closed convex cone of R[x]d. The nonnegative polynomial
cone Pd(K) and the moment cone Rd(K) are dual to each other, under the above
bilinear operation 〈·, ·〉, i.e.,

〈p, y〉 ≥ 0 for all p ∈ Pd(K) and for all y ∈ Rd(K).

It can be shown that the dual optimization of (1.1) is the following linear conic
optimization problem:

(1.2)






max b1θ1 + · · ·+ bmθm

s .t . f −
m∑
i=1

θiai ∈ Pd(K),

θi ≥ 0 (m1 < i ≤ m),
θ = (θ1, . . . , θm) ∈ R

m.

We refer to [23, 41] for more details about the dual relationship.
Moment-SOS relaxations are introduced by Lasserre [23] for solving the pair

(1.1)-(1.2). Under the archimedeanness, the Moment-SOS hierarchy has asymptotic
convergence. When the set K is a simplex or sphere, the convergence rates of the
Moment-SOS hierarchy are studied in [19]. We also refer to the survey by De Klerk
and Laurent [9] for the convergence rate analysis.

The classical polynomial optimization problem (see [21]) can be viewed as a
special case of the GMP. There are interesting results about the finite conver-
gence of the Moment-SOS hierarchy for solving polynomial optimization. Under
the archimedeanness, Nie [39] proved that the Moment-SOS hierarchy has finite con-
vergence if some classical optimality conditions hold at every minimizer (through-
out this paper, a minimizer means a global minimizer, unless its meaning is oth-
erwise specified). For convex polynomial optimization, the Moment-SOS hierar-
chy has finite convergence under the strict convexity or SOS-convexity conditions
[8, 24]. When the equality constraints give a finite set, the Moment-SOS hierarchy
also has finite convergence, as shown in [22, 27, 38]. For asymptotic convergence
rates of the Moment-SOS hierarchy for solving polynomial optimization, we refer
to [1, 11, 30, 42, 50].
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Contributions. Despite rich work for polynomial optimization, there are rela-
tively less results about finite convergence of the Moment-SOS hierarchy for solving
generalized moment problems. A partial reason for this is that the classical opti-
mality conditions for nonlinear programming [3] do not generalize conveniently for
(1.1)-(1.2). Consequently, the finite convergence theory in [39] does not generalize
directly.

Assume that K is the semialgebraic set given as

K :=

{
x ∈ R

n

∣∣∣∣
cj(x) = 0 (j ∈ E),
cj(x) ≥ 0 (j ∈ I)

}
,

where cj (j ∈ E ∪ I) are given polynomials. The E and I are disjoint labeling
sets for equality and inequality constraining polynomials respectively. Suppose
θ∗ = (θ∗1 , . . . , θ

∗
m) is a maximizer of (1.2). Consider the polynomial optimization

problem

(1.3)





min fθ∗(x) := f(x)−
m∑
i=1

θ∗i ai(x)

s .t . cj(x) = 0 (j ∈ E),
cj(x) ≥ 0 (j ∈ I).

It is worthy to note that the polynomial fθ∗(x) is nonnegative on K and it also
typically has a zero u ∈ K. For convenience, we denote the polynomial tuples

ceq = (cj(x))j∈E , cin = (cj(x))j∈I .

When Ideal[ceq] + QM[cin] is archimedean (see Section 2.2 for the notation), if
the linear independence constraint qualification, strict complementarity and sec-
ond order sufficient conditions hold at each minimizer of (1.3), then there exists a
polynomial σ ∈ QM[cin] such that fθ∗ − σ ≡ 0 on VR(ceq). If Ideal[ceq] is a real
radical ideal (see Section 2.2 for the definition), then fθ∗(x) − σ ∈ Ideal[ceq], or
equivalently, fθ∗(x) ∈ Ideal[ceq]+QM[cin]. However, if Ideal[ceq] is not real radical,
we typically do not have fθ∗(x) ∈ Ideal[ceq]+QM[cin]. This is a major difficulty for
studying finite convergence of the Moment-SOS hierarchy when solving generalized
moment problems.

We remark that the equality constraint cj(x) = 0 in (1.3) can be equivalently
replaced by two inequalities cj(x) ≥ 0, −cj(x) ≥ 0. However, by doing this,
the linear independence constraint qualification will fail for this reformulation and
forbid us to get the finite convergence results.

In this paper, we study the Moment-SOS hierarchy for solving (1.1)-(1.2) without
the assumption that Ideal[ceq] is real radical. Indeed, we can prove its finite conver-
gence under the archimedeanness and the above mentioned optimality conditions.
Our major contributions are as follows.

• First, we consider the case that Ideal[ceq] + QM[cin] is archimedean but
Ideal[ceq] is not necessarily real radical. We prove that the Moment-SOS
hierarchy for solving (1.1)-(1.2) has finite convergence if the linear inde-
pendence constraint qualification, strict complementarity and second order
sufficient conditions hold at every minimizer of (1.3). In particular, we
are also able to show that every minimizer of the moment relaxation for
(1.1) must satisfy the flat truncation, for all sufficient high relaxation or-
ders. This also gives a certificate for checking finite convergence of the
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Moment-SOS hierarchy in computational practice. Applications in polyno-
mial optimization and the semialgebraic super resolution problem are also
discussed.

• Second, we consider the case that Ideal[ceq] + QM[cin] is not archimedean.
This is typically the case whenK is an unbounded set and the Moment-SOS
hierarchy generally does not converge. For this case, we propose a homog-
enized Moment-SOS hierarchy introduced in [17, 18] and prove its finite
convergence under similar optimality conditions for the homogenization of
the optimization (1.3). Consequently, we are also able to show the finite
convergence of the Moment-SOS hierarchy with denominators, motivated
by the Putinar-Vasilescu type Positivstellensatz [29, 48]. In particular, our
results resolve Conjecture 8.2 in the earlier work [17].

This paper is organized as follows. Section 2 reviews some backgrounds for
polynomial optimization and moment problems. In Section 3, we prove the finite
convergence of the Moment-SOS hierarchy under the archimedeanness and optimal-
ity conditions, without the assumption of real radicalness. In Section 4, we prove
the finite convergence of the homogenized Moment-SOS hierarchy and the one with
denominators. In Section 5, we study the semialgebraic super resolution problem.
We make some conclusions and pose a new conjecture in Section 6.

2. Preliminaries

Notation. The symbol N (resp., R) denotes the set of nonnegative integers (resp.,
real numbers). For x = (x1, . . . , xn) and α = (α1, . . . , αn), denote

xα := xα1
1 · · ·xαn

n , |α| := α1 + · · ·+ αn.

For t ∈ R, ⌈t⌉ denotes the smallest integer greater than or equal to t. For a positive
integer m, denote [m] := {1, . . . ,m}. For a matrix A, AT denotes its transpose. A
symmetric matrix X � 0 if X is positive semidefinite. For a set S ⊆ R

n, cl(S) and
int(S) denote its closure and interior in the Euclidean topology. Denote by deg(p)
the total degree of the polynomial p. For a degree d, let [x]d denote the vector of
all monomials in x with degrees ≤ d, ordered in the graded alphabetical ordering,
i.e.,

[x]Td = [1, x1, x2, . . . , x
2
1, x1x2, . . . , x

d
1, x

d−1
1 x2, . . . , x

d
n].

For a polynomial p, phom denotes its homogeneous terms of the highest degree and p̃

denotes its homogenization, i.e., p̃(x̃) = x
deg(p)
0 p(x/x0) for x̃ := (x0, x1, . . . , xn). A

homogeneous polynomial p is said to be a form and p is positive definite if p(x) > 0
for all nonzero x ∈ R

n.

2.1. Optimality conditions. We first review some classical optimality conditions
in nonlinear programming [3]. Consider the nonlinear optimization problem

(2.1)






min f(x)
s .t . cj(x) = 0 (j ∈ E),

cj(x) ≥ 0 (j ∈ I),
where f, cj (j ∈ E ∪ I) are second order continuous differentiable. Suppose x∗ is a
local minimizer of (2.1). Denote the label set of active constraints at x∗

(2.2) J(x∗) := {j ∈ E ∪ I : cj(x
∗) = 0} .
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If the gradient vector set {∇cj(x∗)}j∈J(x∗) is linearly independent, the linear inde-
pendence constraint qualification condition (LICQC) is said to hold at x∗. When
the LICQC holds at x∗, there exist Lagrange multipliers λj (j ∈ E ∪ I) such that

(2.3)
∇f(x∗) = ∑

j∈E∪I
λj∇cj(x∗),

λj ≥ 0, λjcj(x
∗) = 0 (j ∈ I)

.

Moreover, if λj + cj(x
∗) > 0 for every j ∈ I, then the strict complementarity

condition (SCC) is said to hold at x∗. For the above Lagrange multipliers, the
Lagrange function is

L (x) := f(x)−
∑

j∈E∪I
λjcj(x).

Under the LICQC, the second order necessary condition (SONC) must hold at x∗,
i.e., the following holds (∇2 denotes the Hessian operator)

(2.4) vT∇2
(
L (x∗)

)
v ≥ 0

for every v ∈ R
n satisfying

(2.5) vT∇cj(x∗) = 0 for all j ∈ J(x∗).

The second order sufficient condition (SOSC) is said to hold at x∗ if

(2.6) vT∇2
(
L (x∗)

)
v > 0,

for every nonzero v satisfying (2.5).

2.2. Some basics for polynomial optimization. Here we review some basics
for polynomial optimization and moment problems. A subset I ⊆ R[x] is called an
ideal of R[x] if I · R[x] ⊆ R[x], I + I ⊆ I. For a polynomial tuple h := (h1, . . . , ht),
Ideal[h] denotes the ideal generated by h, i.e.,

Ideal[h] = h1 · R[x] + · · ·+ ht · R[x].
For a degree k, the kth degree truncation of Ideal[h] is

Ideal[h]k = h1 · R[x]k−deg(h1) + · · ·+ ht · R[x]k−deg(ht).

Its real variety is

VR(h) := {x ∈ R
n | h1(x) = · · · = ht(x) = 0}.

For a set T ⊆ R
n, its vanishing ideal is

Ideal[T ] = {p ∈ R[x] : p(u) = 0 for all u ∈ T }.
Clearly, if T = VR(h), then Ideal[h] ⊆ Ideal[T ]. However, the reverse inclusion
may not hold. The ideal Ideal[h] is said to be real radical if Ideal[h] = Ideal[T ] for
T = VR(h).

A polynomial p is said to be a sum of squares (SOS) if p = p21 + · · · + p2s for
p1, . . . , ps ∈ R[x]. The set of all SOS polynomials in x is denoted as Σ[x]. For a
degree k, denote the truncation

Σ[x]k := Σ[x] ∩R[x]k.

The notion of SOS polynomials plays a core role in optimization. Interesting, this
notion can also be defined for matrix polynomials (see [16, 34]). Clearly, an SOS
polynomial is nonnegative everywhere, while the reverse is typically not true. The
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quality of SOS approximations is discussed in [11, 36]. For a polynomial tuple
g = (g1, . . . , gℓ), the quadratic module generated by g is

(2.7) QM[g] := Σ[x] + g1 · Σ[x] + · · ·+ gℓ · Σ[x].
Similarly, the kth degree truncation of QM[g] is

(2.8) QM[g]k = Σ[x]k + g1 · Σ[x]k−deg(g1) + · · ·+ gℓ · Σ[x]k−deg(gℓ).

The sum Ideal[h] + QM[g] is said to be archimedean if there exists R > 0 such
that R − ‖x‖2 ∈ Ideal[h] + QM[g]. If it is archimedean, then the set

S := {x ∈ R
n | h(x) = 0, g(x) ≥ 0}

must be compact. Clearly, if p ∈ Ideal[h] + QM[g], then p ≥ 0 on S while the
converse is not always true. However, if p is positive on S and Ideal[h] + QM[g]
is archimedean, we have p ∈ Ideal[h] + QM[g]. This conclusion is often referred as
Putinar’s Positivstellensatz.

Theorem 2.1 ([47]). Suppose Ideal[h] + QM[g] is archimedean. If a polynomial
p > 0 on S, then p ∈ Ideal[h] +QM[g].

In the above theorem, if p ≥ 0 on S, Ideal[h] is real radical and the LICQC, SCC
and SOSC hold at each zero of p on S, then we also have p ∈ Ideal[h] + QM[g].
This is shown in [39].

For a polynomial q ∈ R[x]2k and a tms w ∈ R
N

n
2k , the kth order localizing matrix

of q for w is the symmetric matrix L
(k)
q [w] such that

(2.9) vec(p)T
(
L(k)
q [w]

)
vec(p) = 〈qp2, w〉,

for every polynomial p ∈ R[x]s with 2s ≤ 2k− deg(q). In the above, vec(p) denotes
the coefficient vector of p. In particular, for the constant one polynomial q = 1, the

localizing matrix L
(k)
q [w] becomes the kth order moment matrix Mk[w] := L

(k)
1 [w].

For instance, when n = 2, we have

M2[w] =




w00 w10 w01 w20 w11 w02

w10 w20 w11 w30 w21 w12

w01 w11 w02 w21 w12 w03

w20 w30 w21 w40 w31 w22

w11 w21 w12 w31 w22 w13

w02 w12 w03 w22 w13 w04



,

L
(2)

x1−x2
2
[w] =



w10 − w02 w20 − w12 w11 − w03

w20 − w12 w30 − w22 w21 − w13

w11 − w03 w21 − w13 w12 − w04


 .

For the polynomial q, let V
(2k)
q [z] denote the vector such that

(2.10) 〈qp, w〉 =
(
V

(2k)
q [w]

)T
vec(p),

for every polynomial p ∈ R[x]s with s ≤ 2k − deg(q). The V
(2k)
q [w] is called the

localizing vector of q and w. We refer to [41, Chap. 2] for more details about
quadratic modules and localizing matrices/vectors. They are basic tools for solving
polynomial optimization and moment problems. We refer to the books and surveys
[15, 25, 28, 32, 49] for more comprehensive introductions.
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3. Finite convergence of the Moment-SOS hierarchy

In this section, we study the Moment-SOS hierarchy for solving the optimization
problems (1.1)-(1.2). Assume K is the basic closed semialgebraic set

(3.1) K :=

{
x ∈ R

n

∣∣∣∣
cj(x) = 0 (j ∈ E),
cj(x) ≥ 0 (j ∈ I)

}
,

where cj (j ∈ E ∪ I) are given polynomials in x. The E and I are disjoint labeling
sets. For convenience, we denote the polynomial tuples

ceq = (cj(x))j∈E , cin = (cj(x))j∈I .

This section studies the finite convergence theory for the Moment-SOS hierarchy,
without the assumption that Ideal[ceq] is real radical.

3.1. The Moment-SOS hierarchy. Denote the degrees

dK = max
j∈E∪I

{
⌈deg(cj)/2⌉

}
, d0 = max

{
⌈deg(f)/2⌉, dK , max

1≤i≤m
⌈deg(ai)/2⌉

}
.

For a degree k ≥ d0, the kth moment relaxation for (1.1) is

(3.2)






min 〈f, w〉
s .t . 〈ai, w〉 = bi (1 ≤ i ≤ m1),

〈ai, w〉 ≥ bi (m1 < i ≤ m),

V
(2k)
cj [w] = 0 (j ∈ E),
L
(k)
cj [w] � 0 (j ∈ I),

Mk[w] � 0, w ∈ R
N

n
2k .

The dual optimization of (3.2) is the kth order SOS relaxation for (1.2):

(3.3)





max b1θ1 + · · ·+ bmθm

s .t . f −
m∑
i=1

θiai ∈ Ideal[ceq ]2k +QM[cin]2k,

θ ∈ R
m, θm1+1 ≥ 0, . . . , θm ≥ 0.

As k goes to infinity, the sequence of (3.2)-(3.3) is called the Moment-SOS hierarchy
for solving (1.1)-(1.2).

Let φ∗, ϑ∗ denote the optimal value of (1.1), (1.2) respectively, and let φk, ϑk
denote the optimal value of (3.2), (3.3) respectively. By the weak duality, it holds
that

ϑk ≤ ϑ∗, φk ≤ φ∗, ϑk ≤ φk, ϑ∗ ≤ φ∗.

The hierarchy of (3.2)–(3.3) is said to have finite convergence (or be tight) if there
exists k0 ∈ N such that ϑk = φk = ϑ∗ = φ∗ for all k ≥ k0.

In computational practice, a convenient criterion to check finite convergence is
the flat truncation [5, 37]. Suppose w∗ ∈ R

N
n
2k is a minimizer of (3.2). The tms w∗

is said to have a flat truncation if there exists a degree t ∈ [d0, k] such that

(3.4) rankMt−dK
[w∗|2t] = rankMt[w

∗|2t].

When it holds, we must have φk = φ∗ and w∗|d is the optimal solution to (1.1).
We refer to [15, 26, 28, 41] for more details.
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3.2. The finite convergence theory. We now prove the finite convergence of
the Moment-SOS hierarchy (3.2)–(3.3) under the archimedeanness and optimal-
ity conditions. This extends the finite convergence results in [39] for polynomial
optimization to the generalized moment problem.

For convenience of notation, we denote the polynomial

fθ(x) := f(x)−
m∑

i=1

θiai(x).

Suppose θ∗ ∈ R
m is a maximizer of (1.2). Consider the polynomial optimization

problem

(3.5)






min fθ∗(x)
s .t . cj(x) = 0 (j ∈ E),

cj(x) ≥ 0 (j ∈ I).
Generally, the optimal value of (3.5) is zero and each of its minimizers is a zero of
fθ∗(x) in the set K. This is guaranteed under the following assumption.

Assumption 3.1. Suppose θ∗ ∈ R
m is a maximizer of (1.2), y∗ is a minimizer of

(1.1) with y∗ 6= 0, and the Slater condition holds for (1.2), i.e., there exits a feasible
point θ̄ ∈ R

m of (1.2) such that fθ̄ ∈ int(Pd(K)).

Under Assumption 3.1, the strong duality holds between (1.2) and (1.1), so

0 = 〈f, y∗〉 − bTθ∗ = 〈fθ∗ , y∗〉 =
∫
fθ∗(x)dµ,

for every representing measure µ of y∗, with supp(µ) ⊆ K. Note that fθ∗ ≥ 0 on
K. If y∗ 6= 0, then supp(µ) 6= ∅ and each point in supp(µ) must be a zero of fθ∗ in
the set K. The following is our major conclusion in this paper.

Theorem 3.2. Suppose Ideal[ceq] + QM[cin] is archimedean and Assumption 3.1
holds. If the LICQC, SCC and SOSC hold at every minimizer of (3.5), then we
have:

(i) The hierarchy of (3.2)–(3.3) has finite convergence, i.e., ϑk = φk = ϑ∗ = φ∗

for all k big enough.
(ii) Every minimizer of the moment relaxation (3.2) must have a flat trunca-

tion, when k is sufficiently large.

Proof. (i) Note that the minimum value of (3.5) is nonnegative. Since the LICQC,
SCC and SOSC hold at every minimizer of (3.5), by Theorem 1.1 of [39], there
exists σ0 ∈ QM[cin] such that

fθ∗ ≡ σ0 mod Ideal[VR(ceq)].

This means that f̂ := fθ∗ − σ0 vanishes identically on the real variety VR(ceq).
By the Real Nullstellensatz (see [41]), there exist k1 ∈ N, σ1 ∈ Σ[x] such that

f̂2k1 + σ1 ∈ Ideal[ceq]. The archimedeanness of Ideal[ceq] + QM[cin] implies K is
compact. By the Slater condition, there exist a feasible point θ̄ ∈ R

m for (1.2) and
a scalar δ > 0 such that fθ̄ ≥ δ > 0 on K. By Theorem 2.1, we have that

(3.6) fθ̄ − δ ∈ Ideal[ceq] + QM[cin].

For γ ≥ 1
2k1

(1− 1
2k1

)2k1−1, the polynomial ω(t) := 1+ t+ γt2k1 is SOS (cf. [38]), so

(3.7) δ · ω(t/δ) = δ + t+
1

2k1
(1− 1

2k1
)2k1−1δ1−2k1t2k1 ∈ Σ[t]2k1 .
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Combining with (3.6) and (3.7), we have

(3.8) s(t, x) := fθ̄ − δ + (δ + t+ ηt2k1) ∈ Ideal[ceq] + QM[cin] + Σ[t],

for every scalar

η ≥ 1

2k1
(1− 1

2k1
)2k1−1δ1−2k1 .

For 0 < λ ≤ 1, replacing t by (λ−1 − 1)f̂ in s(t, x), we then get

λfθ̄ + (1− λ)f̂ = λs((λ−1 − 1)f̂ , x)− λ1−2k1(1− λ)2k1ηf̂2k1 .

Note that

λfθ̄ + (1 − λ)f̂ = λfθ̄ + (1− λ)fθ∗ − (1− λ)σ0
= f(1−λ)θ∗+λθ̄ − (1 − λ)σ0.

Thus, we get

f(1−λ)θ∗+λθ̄ = (1− λ)σ0 + λs((λ−1 − 1)f̂ , x) − λ1−2k1(1− λ)2k1ηf̂2k1 .

We select η sufficiently large so that (3.8) holds. Then there exists k0 ∈ N such
that

(3.9) f(1−λ)θ∗+λθ̄ ∈ Ideal[ceq]2k0 +QM[cin]2k0 .

Since (3.9) holds for all 0 < λ ≤ 1 and k0 is independent of λ, we know (1−λ)θ∗+λθ̄
is feasible for (3.3) at the relaxation order k0, for all 0 < λ ≤ 1. As λ→ 0, we get

(3.10) bT
(
(1− λ)θ∗ + λθ̄

)
= (1 − λ)bTθ∗ + λbTθ̄ → bTθ∗.

This implies that ϑk0 = bTθ∗ = ϑ∗. Since the Slater condition holds for (1.2), we
know ϑ∗ = φ∗ = ϑk0 = φk0 , by the strong duality. Hence, the hierarchy (3.2)–(3.3)
has finite convergence.

(ii) Suppose w(k) is a minimizer of (3.2) at the relaxation order k. First, we prove

that w
(k)
0 6= 0. Suppose otherwise w

(k)
0 = 0. The constraint Mk[w

(k)] � 0 implies

that w
(k)
α = 0 for all |α| ≤ k. By Lemma 5.7 [28], we have thatMk[w

(k)]vec(xα) = 0
for all α ≤ k − 1. For all |α| ≤ 2k − 2, we can write α = β + η with |β|, |η| ≤ k − 1
and the following holds

w(k)
α = vec(xβ)TMk[w

(k)] vec(xη) = 0.

Clearly, the truncation w(k)
∣∣
2k−2

is flat. It implies that the minimizer of (1.1) is

y∗ = 0, which is a contradiction.

Thus, we know that w
(k)
0 > 0. Up to scaling, we can assume w

(k)
0 = 1. Since

the Slater condition holds for (1.2), we have ϑ∗ = φ∗ and (1.1) has a minimizer,
saying, y∗. Suppose µ is a K-representing measure of y∗. Since y∗ 6= 0, we know
that supp(µ) 6= ∅. It holds that

∫
fθ∗ dµ = 〈f −

m∑
i=1

θ∗i ai, y
∗〉 = 〈f, y∗〉 −

m1∑
i=1

θ∗i bi −
m∑

i=m1+1

θ∗i 〈ai, y∗〉

≤ 〈f, y∗〉 −
m∑
i=1

θ∗i bi

= 0.
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Note that fθ∗(x) ≥ 0 on K and supp(µ) 6= ∅. Hence, the optimal value of (3.5) is
0. The moment relaxation for polynomial optimization (3.5) at the order k is

(3.11)





min 〈f −
m∑
i=1

θ∗i ai, w〉
s .t . 〈1, w〉 = 1,

V
(2k)
cj [w] = 0 (j ∈ E),
L
(k)
cj [w] � 0 (j ∈ I),

Mk[w] � 0, w ∈ R
N

n
2k .

By item (i), we know that ϑ∗ = φ∗ = ϑk = φk for k ≥ k0 and the following holds

〈fθ∗ , w(k)〉 = 〈f, w(k)〉 −
m1∑
i=1

θ∗i bi −
m∑

i=m1+1

θ∗i 〈ai, w(k)〉

≤ 〈f, w(k)〉 −
m∑
i=1

θ∗i bi = 0.

Since fθ∗ ∈ cl(Ideal[ceq]2k0 +QM[cin]2k0), we have 〈fθ∗ , w(k)〉 ≥ 0. Thus,

〈fθ∗ , w(k)〉 = 0

and w(k) is a minimizer of (3.11) for all k ≥ k0. Let

Q := Ideal [ceq, fθ∗ ] + QM [cin] .

Note that Q is archimedean and the intersection J := Q∩−Q is an ideal. Since the
LICQC, SCC, and SOSC hold at every minimizer of (3.5), the boundary Hessian
conditions hold at each zero of fθ∗ in K (see [39]). By Theorem 2.3 of [31], the

coordinate ring R[x]
J

has dimension 0. Let

S :=



 x ∈ R

n

∣∣∣∣∣∣

fθ∗(x) = 0,
cj(x) = 0 (j ∈ E),
cj(x) ≥ 0 (j ∈ I)



 .

Clearly, S is the set of all minimizers of (3.5). The SOSC implies that each min-
imizer of (3.5) is an isolated minimizer. Note that K is compact. Hence, the set
S is finite and the vanishing ideal I(S) is zero dimensional. Let {h1, . . . , hr} be
a Gröbner basis of I(S) with respect to a total degree ordering. Since ht ≡ 0
(t = 1, . . . , r) on S and J is zero dimensional, by [32, Corollary 7.4.2], there exist
ℓ ∈ N, φ0, φj ∈ R[x], and ψ0, ψj ∈ Σ[x] such that

h2ℓt +
∑

j∈E
φjcj + φ0fθ∗ +

∑

j∈I
ψjcj + ψ0 = 0.

When 2k is bigger than the degrees of all above polynomials, we have

(3.12) 〈h2ℓt , w(k)〉+
∑

j∈E
〈φjcj , w(k)〉+〈φ0fθ∗ , w(k)〉+

∑

j∈I
〈ψjcj , w

(k)〉+〈ψ0, w
(k)〉 = 0.

From item (i), we know that f̂2k1 + σ1 ∈ Ideal[ceq] and the following holds

fθ∗ + ǫ = σ0 + ǫ · ω(f̂ /ǫ)− γǫ1−2k1 f̂2k1 .

Thus, when k0 is sufficiently large, we have that for all ǫ > 0,

fθ∗ + ǫ ∈ Ideal[ceq]2k0 +QM[cin]2k0 .

Equivalently, there exist φǫj ∈ R[x], and ψǫ
0, ψ

ǫ
j ∈ Σ[x]2k0 such that

deg(φǫjcj) ≤ 2k0 (j ∈ E), deg(ψǫ
jcj) ≤ 2k0 (j ∈ I),
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(3.13) fθ∗ + ǫ =
∑

j∈E
φǫjcj +

∑

j∈I
ψǫ
jcj + ψǫ

0.

Applying the bi-linear operation 〈·, w(k)〉 to (3.13) for k > k0, we get

(3.14) ǫ =
∑

j∈E
〈φǫjcj , w(k)〉+

∑

j∈I
〈ψǫ

jcj , w
(k)〉+ 〈ψǫ

0, w
(k)〉.

Since φǫi ∈ R[x], and ψǫ
0, ψ

ǫ
j are SOS, the constraints

V
(2k)
cj

[w] = 0 (j ∈ E), L(k)
cj

[w] � 0 (j ∈ I), Mk[w] � 0

imply that

〈φǫjcj , w(k)〉 = 0 (j ∈ E), 〈ψǫ
jcj , w

(k)〉 ≥ 0 (j ∈ I), 〈ψǫ
0, w

(k)〉 ≥ 0.

Hence, we have that

(3.15) lim
ǫ→0

〈ψǫ
jcj , w

(k)〉 = 0, lim
ǫ→0

〈ψǫ
0, w

(k)〉 = 0.

By Lemma 2.5 of [37], we can get for k big enough,

(3.16) lim
ǫ→0

〈ψǫ
jcjφ0, w

(k)〉 = 0, lim
ǫ→0

〈ψǫ
0φ0, w

(k)〉 = 0.

Combining the equations (3.13) and (3.16), it holds that

(3.17)

〈φ0fθ∗ , w(k)〉
= lim

ǫ→0

( ∑
j∈E

〈φǫjcjφ0, w(k)〉+ ∑
j∈I

〈ψǫ
jcjφ0, w

(k)〉+ 〈ψǫ
0φ0, w

(k)〉
)

= 0.

Hence, we can get

〈φ0fθ∗ , w(k)〉 = 0.

It follows from (3.12) that

(3.18) 〈h2ℓt , w(k)〉+
∑

j∈E
〈φjcj , w(k)〉+

∑

j∈I
〈ψjcj , w

(k)〉+ 〈ψ0, w
(k)〉 = 0.

Since h2ℓt , ψj (j ∈ I), ψ0 are SOS, we can easily verify that

〈h2ℓt , w(k)〉 ≥ 0, 〈φjcj , w(k)〉 = 0 (j ∈ E),

〈ψ0, w
(k)〉 ≥ 0, 〈ψjcj , w

(k)〉 ≥ 0 (j ∈ I).
Hence, 〈h2ℓt , w(k)〉 = 0 and ht ∈ kerMk[w

(k)] (cf. [22, 28, 41]).
Finally, we show that w(k)

∣∣
2k−2

is flat. Since S is finite, we know that the quo-

tient space R[x]/I(S) is finite-dimensional (see Theorem 2.6 of [28]). Let {q1, . . . , qT }
be a basis of R[x]/I(S). For every α ∈ N

n, we have that

xα =
T∑

i=1

βiqi +
r∑

t=1

ptht, deg (ptht) ≤ |α|,

where βi ∈ R, pt ∈ R[x]. Since ht ∈ kerMk[w
(k)], if |α| ≤ k − 1, we have

ptht ∈ kerMk[w
(k)], xα −

T∑

i=1

βiqi ∈ kerMk[w
(k)].
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Let dq := max
i∈[T ]

deg(qi). If dq + 1 ≤ |α| ≤ k − 1, then each αth column of Mk[w
(k)]

is a linear combination of its first dq columns. When k − 1− dK ≥ dq, we have

rankMk−1−dK
[w(k)] = rankMk−1[w

(k)].

This implies that w(k) has a flat truncation when k is big enough. �

We would like to make the following remarks:

i) Theorem 3.2 gives sufficient conditions for the Moment-SOS hierarchy to
have finite convergence for solving the GMP. It is typically hard to check
these optimality conditions as a priori or computationally, since the maxi-
mizer θ∗ of (1.2) is usually not known. However, there is no need to check
them in the computational practice of Moment-SOS relaxations. As in
Conjecture 6.1, we conjecture that these optimality conditions are satisfied
when the defining polynomials of the GMP have generic coefficients.

ii) In Theorem 3.2, we assume that the optimal value of (1.2) is achievable. By
the classical linear conic optimization theory (see [2]), if the Slater condition
holds for (1.1), the dual optimization (1.2) has a maximizer. The maximizer
of (3.2) may not be unique. When (1.2) has more than one maximizer,
Theorem 3.2 only requires Assumption 3.1 to hold for one maximizer θ∗ of
(1.2), not necessarily all. This is because the proof of Theorem 3.2 only
uses optimality conditions of (3.5) for θ∗. We refer to Example 3.4 for such
an example.

iii) In Theorem 3.2, we assume that the dual optimization (1.2) has an interior
point, i.e., there exists a feasible point θ̄ ∈ R

m such that fθ̄ > 0 on K.
Then, the strong duality holds for (1.1)–(1.2). There also exist other type
conditions, such as closedness of the image of the primal cone under the
primal affine map (see [2, Theorem 7.2]), which can also guarantee the
strong duality. In our proof, the existence of an interior point for (1.2)
is quite important, more than just guaranteeing the strong duality. For
instance, it is used to get the inclusion relation (3.7).

3.3. The special case of polynomial optimization. Consider the polynomial
optimization problem

(3.19)






min f(x)
s .t . cj(x) = 0 (j ∈ E),

cj(x) ≥ 0 (j ∈ I),
for given polynomials f, cj. Let fmin denote the optimal value of (3.19). It is
interesting to note that (3.19) is equivalent to the moment optimization

(3.20)





min 〈f, y〉
s .t . 〈1, y〉 = 1,

y ∈ Rd(K).

In the above, the equality 〈1, y〉 = 1 means that every representing measure µ for
y must have unit mass (i.e., µ(K) = 1). The dual optimization of (3.20) is

(3.21)





max θ
s .t . f − θ · 1 ∈ Pd(K),

θ ∈ R.
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The optimal value θ∗ of (3.21) is the minimum value fmin of (3.19). The kth order
moment relaxation for (3.20) is

(3.22)






min 〈f, w〉
s .t . 〈1, w〉 = 1,

V
(2k)
cj [w] = 0 (j ∈ E),
L
(k)
cj [w] � 0 (j ∈ I),

Mk[w] � 0, w ∈ R
N

n
2k .

When Theorem 3.2 is applied to (3.20)-(3.21), we can get the following theorem.

Theorem 3.3. Suppose Ideal[ceq] +QM[cin] is archimedean. If the LICQC, SCC,
SOSC hold at every minimizer of (3.19), then every minimizer of the moment
relaxation (3.22) must have a flat truncation when k is sufficiently large.

When Ideal[ceq ] is a real radical ideal, the above result appeared in [41, Sec-
tion 5.4]. However, the real radicalness of Ideal[ceq] is not required in Theorem 3.3.
This improves the results in the earlier work [37, 41]. When there exists a equality
constraint cj(x) = 0 for the set K, we can equivalently replace it by two inequalities
cj(x) ≥ 0, −cj(x) ≥ 0. However, this reformulation will make the linear indepen-
dence constraint qualification fail at each minimizer of (3.19), and we can not get
the finite convergence by using this formulation.

Remark: In Theorem 3.2, we assume that the LICQC, SCC and SOSC hold at
every minimizer of (3.5), which depends on the maximizer θ∗ of (1.2). When the
GMP specializes to the polynomial optimization problem (3.19), the optimization
(3.5) reads

(3.23)





min f(x)− fmin

s .t . cj(x) = 0 (j ∈ E),
cj(x) ≥ 0 (j ∈ I).

Clearly, (3.23) is equivalent to (3.19), since their objectives differ only by the con-
stant fmin. Thus, the LICQ, SCC, SOSC hold at every minimizer of (3.23) if and
only if they hold at every minimizer of (3.19), which is independent of the maxi-
mizers of (1.2).

3.4. Some exposition examples. As shown in Theorem 3.2, if the LICQC, SCC,
SOSC hold at every minimizer of (3.5), not only the Moment-SOS hierarchy has
finite convergence, but also the flat truncation is satisfied. This is observed in the
following example.

Example 3.4. For polynomials

a1 = x21x
4
2 + x22x

4
3 + x23x

4
1, a2 = x31x

3
2 + x32x

3
3 + x33x

3
1,

a3 = x51x2 + x52x3 + x53x1,

we consider the GMP

(3.24)





min 〈x61 + x62 + x63, y〉
s .t . 〈ai, y〉 = 1, i = 1, 2, 3,

y ∈ R6(K),
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where K is the unit sphere {x ∈ R
3 | x21 + x22 + x23 − 1 = 0}. The optimal value

φ∗ = 1. The dual problem of (3.24) is

(3.25)

{
max θ1 + θ2 + θ3
s .t . x61 + x62 + x63 − θ1a1 − θ2a2 − θ3a3 ∈ P6(K).

For θ = (0, 0, 0), we have fθ(x) = x61 + x62 + x63 ∈ int(P6(K)), i.e., the Slater
condition holds. We can verify that {θ1 + θ2 + θ3 = 1, θi ≥ 0 (i = 1, 2, 3)} are
all maximizers of (3.25), which is infinite. For one maximizer θ∗ = (0, 1, 0), the
maximum problem (3.5) reads

(3.26)

{
min x61 + x62 + x63 − (x31x

3
2 + x32x

3
3 + x33x

3
1)

s .t . x21 + x22 + x23 − 1 = 0.

All minimizers of (3.26) are

(
1√
3
,
1√
3
,
1√
3
), (

−1√
3
,
−1√
3
,
−1√
3
).

The unit sphere is smooth, so the constraint qualification condition holds at every
feasible point. There is no inequality constraint, so strict complementarity is auto-
matically satisfied. We can verify that the second order sufficient condition holds
at both minimizers. For instance, at the minimizer u = ( 1√

3
, 1√

3
, 1√

3
),

∇2
xL(u) = 3 ·




1 0 0
0 1 0
0 0 1



−




1
1
1








1
1
1




T

, G(u)⊥ =




1
1
1




⊥

.

Clearly, the SOSC is satisfied at u. By Theorem 3.2, the hierarchy of (3.2)-(3.3)
has finite convergence. A numerical experiment by GloptiPoly 3 [14] indicates that
ϑ3 = φ3 = 1.

We would like to remark that if the ideal Ideal[ceq] is real radical, the finite
convergence of the Moment-SOS hierarchy can be implied by [39]. However, when
Ideal[ceq] is not real radical, the finite convergence still holds. This is shown in
Theorem 3.2. The following is such an example.

Example 3.5. We consider the GMP

(3.27)





min 〈x1 + · · ·+ x6, y〉
s .t . 〈x31 + · · ·+ x36, y〉 ≥ 1,

〈x41 + · · ·+ x46, y〉 = 1,
y ∈ R4(K),

where the set K is

K =
{
x ∈ R

6 : x21 + · · ·+ x26 − 2 = 0, 2(x21 + x22 + x23)− x4 = 0,
x4 − 2(x25 + x26) = 0, x1 ≥ 0, . . . , x6 ≥ 0

}
.

The optimal value φ∗ = 2+2
√
2

3 . One can see that x4 − 1 ∈ Ideal[VR(ceq)]. However,
x4−1 /∈ Ideal[ceq ]. Suppose otherwise it were true, then there exist h1, h2, h3 ∈ R[x]
such that

x4 − 1 = h1 · (x21 + · · ·+ x26 − 2) + h2 · (2(x21 + x22 + x23)− x4)
+h3 · (x4 − 2(x25 + x26)).
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Substitute x for (
√
3i
3 ,

√
3i
3 ,

√
3i
3 ,−2,

√
2i
2 ,

√
2i
2 ) (i is the imaginary unit) in the above

identity, we get the contradiction −3 = 0. Thus, the ideal Ideal[ceq] is not real
radical. The dual problem of (3.27) is

(3.28)






max θ1 + θ2

s .t .
6∑

i=1

xi − θ1
6∑

i=1

x3i − θ2
6∑

i=1

x4i ∈ P4(K),

θ ∈ R
2, θ1 ≥ 0.

For θ = (0, 0), we have fθ(x) =
6∑

i=1

xi ∈ int(P4(K)), so the Slater condition holds.

One can verify that the maximizer of (3.28) is θ∗ = (0, 2+2
√
2

3 ). The corresponding
optimization problem (3.5) reads

(3.29)





min
6∑

i=1

xi − 2+2
√
2

3

6∑
i=1

x4i

s .t . x21 + · · ·+ x26 − 2 = 0,
2(x21 + x22 + x23)− x4 = 0,
x4 − 2(x25 + x26) = 0,
x1 ≥ 0, . . . , x6 ≥ 0.

The set of minimizers for (3.29) consists of the points:

(

√
2

2
, 0, 0, 1,

√
2

2
, 0), (0,

√
2

2
, 0, 1,

√
2

2
, 0), (0, 0,

√
2

2
, 1,

√
2

2
, 0),

(

√
2

2
, 0, 0, 1, 0,

√
2

2
), (0,

√
2

2
, 0, 1, 0,

√
2

2
), (0, 0,

√
2

2
, 1, 0,

√
2

2
).

The LICQC, SCC, SOSC hold at all these minimizers. A numerical experiment by
GloptiPoly 3 indicates that ϑ3 = φ3 = φ∗.

We remark that in Theorems 3.2 and 3.3, none of the optimality conditions there
can be dropped. We refer to [39] for such counterexamples.

4. The Moment-SOS hierarchy for GMPs with unbounded sets

When the feasible set K is unbounded, the Moment-SOS hierarchy (3.2)–(3.3)
may not converge. To fix this issue, a new type Moment-SOS hierarchy based on
homogenization is proposed in [17]. Its finite convergence is shown if the ideal of
equality constraining polynomials is real radical, provided the LICQC, SCC, SOSC
hold at every minimizer. In this section, we prove the same conclusion without the
real radicalness assumption. In particular, this resolves Conjecture 8.2 raised in [17]
when it specializes to polynomial optimization. We also prove similar results for
the finite convergence of the Moment-SOS hierarchy with denominators, induced
by Putinar-Vasilescu’s Positivstellensatz [29, 30, 48].

We begin with Moment-SOS relaxations for solving generalized moment prob-
lems with unbounded sets.
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4.1. Homogenization of GMPs. This subsection generalizes the homogenization
trick given in [17, 18] to solve the GMP with unbounded sets and proves its finite
convergence without the real radicalness assumption.

For a polynomial p(x) of degree ℓ, let p̃ denote its homogenization in x̃ := (x0, x),

i.e., p̃(x̃) = xℓ0p(x/x0). For the set K as in (3.1), its homogenization K̃ is the set

(4.1) K̃ :=




x̃ ∈ R
n+1

∣∣∣∣∣∣

c̃j(x̃) = 0 (j ∈ E),
c̃j(x̃) ≥ 0 (j ∈ I),
‖x̃‖2 − 1 = 0, x0 ≥ 0




 .

Note that K̃ is always compact. The set K is said to be closed at infinity if

(4.2) K̃ = cl(K̃ ∩ {x0 > 0}).
When K is closed at infinity, a polynomial f ≥ 0 on K if and only if its homog-

enization f̃ ≥ 0 on K̃; see [18, 35]. Denote the polynomial tuples

(4.3) c̃eq :=
{
c̃j(x̃)

}
j∈E ∪ {‖x̃‖2 − 1}, c̃in :=

{
c̃j(x̃)

}
j∈I ∪ {x0}.

Recall that d is the degree as in (1.1)-(1.2). Denote the degree-d homogenization

(4.4) f̂ := xd0f(x/x0), âi := xd0ai(x/x0) (i = 1 . . . ,m).

The homogenization of the generalized moment problem (1.1) is

(4.5)






min 〈f̂ , z〉
s .t . 〈âi, z〉 = bi (1 ≤ i ≤ m1),

〈âi, z〉 ≥ bi (m1 < i ≤ m),

z ∈ Rd(K̃).

Similarly, the homogenized optimization of (1.2) is

(4.6)






max
m∑
i=1

biθi

s .t . f̂ −
m∑
i=1

θiâi ∈ Pd(K̃),

θ ∈ R
m, θi ≥ 0 (m1 < i ≤ m).

Let φ̂∗, ϑ̂∗ denote the optimal values of (4.5), (4.6) respectively. By the weak

duality, ϑ̂∗ ≤ φ̂∗. Denote

f̂θ := f̂ −
m∑

i=1

θiâi,

H =
{
f −

m∑

i=1

θiai : θ ∈ R
m, θi ≥ 0 for m1 < i ≤ m

}
.

The following is the relationship between the optimal values of the optimization
(1.1)–(1.2) and the homogenized optimization (4.5)–(4.6).

Proposition 4.1. Suppose K is closed at infinity. Then, we have

ϑ̂∗ = ϑ∗, φ̂∗ ≤ φ∗.

Furthermore, if H ∩ int(Pd(K)) 6= ∅, then
ϑ̂∗ = ϑ∗ = φ̂∗ = φ∗.
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Proof. Since K is closed at infinity, the polynomial f −
m∑
i=1

θiai ≥ 0 on K if and

only if f̂θ ≥ 0 on K̃. So, ϑ̂∗ = ϑ∗.
Suppose the tms y ∈ R

N
n
d is a feasible point of (1.1). Then there exist ut ∈ K,

λt ≥ 0 (t = 1, . . . , r) such that (see [41, Theorem 8.1.1])

(4.7) y = λ1[u1]d + · · ·+ λr[ur]d.

For each t = 1, . . . , r, let

λ̃t = λt‖(1, ut)‖d, (τt, vt) = (1, ut)/
√
1 + ‖ut‖2.

Then we can see that

c̃j(τt, vt) = τ
deg(cj)
t cj(

vt
τt
) = τ

deg(cj)
t cj(ut) = 0 (j ∈ E),

c̃j(τt, vt) = τ
deg(cj)
t cj(

vt
τt
) = τ

deg(cj)
t cj(ut) ≥ 0 (j ∈ I).

Hence, we know (τt, vt) ∈ K̃. Let

(4.8) z = λ̃1[(τ1, v1)]d + · · ·+ λ̃r[(τr, vr)]d.

A direct computation shows that

〈f̂ , z〉 =
r∑

t=1
λ̃t〈f̂ , [(τt, vt)]d〉 =

r∑
t=1

λ̃tf̂(τt, vt)

=
r∑

t=1
λ̃tτ

d
t f(ut) =

r∑
t=1

λtf(ut) = 〈f, y〉.

Similarly, we also have

〈âi, z〉 = 〈ai, y〉 = bi (1 ≤ i ≤ m1),

〈âi, z〉 = 〈ai, y〉 ≥ bi (m1 < i ≤ m).

This shows that z is a feasible point of (4.5) and 〈f̂ , z〉 = 〈f, y〉. The above holds

for every feasible point y of (1.1), so φ̂∗ ≤ φ∗.
When H ∩ int(Pd(K)) 6= ∅, the strong duality holds between (1.2) and (1.1),

i.e., φ∗ = ϑ∗, so,

ϑ∗ = φ∗ ≥ φ̂∗ ≥ ϑ̂∗ = ϑ∗.

Therefore, all these values must be equal to each other. �

Remark 4.2. In the proof of Proposition 4.1, we have seen that if y as in (4.7) is
feasible for (1.1), then z as in (4.8) is feasible for (4.5). The reverse of this is also
true under some conditions. Suppose

z = λ̃1[(τ1, v1)]d + · · ·+ λ̃r[(τr, vr)]d,

is feasible for (4.5), with λ̃t ≥ 0, (τt, vt) ∈ K̃ and all τt > 0. Let

λt = λ̃tτ
d
t , ut = vt/τt.

Then y = λ1[u1]d + · · · + λr[ur]d is a feasible point of (1.1) and 〈f̃ , z〉 = 〈f, y〉.
Therefore, if the above z is a minimizer of (4.5), then y is also a minimizer of (1.1).
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For a degree k ≥ d0, the kth order moment relaxation of (4.5) is

(4.9)





min 〈f̂ , w〉
s .t . 〈âi, w〉 = bi (1 ≤ i ≤ m1),

〈âi, w〉 ≥ bi (m1 < i ≤ m),

V
(2k)
1−‖x̃‖2 [w] = 0, V

(2k)
c̃j

[w] = 0 (j ∈ E),
L
(k)
x0 [w] � 0, L

(k)
c̃j

[w] � 0 (j ∈ I),
Mk[w] � 0, w ∈ R

N
n+1
2k .

The kth order SOS relaxation of (4.6) is

(4.10)






max b1θ1 + · · ·+ bmθm

s .t . f̂ −
m∑
i=1

θiâi ∈ Ideal[c̃eq ]2k +QM[c̃in]2k,

θ ∈ R
m, θm1+1 ≥ 0, . . . , θm ≥ 0.

Denote the optimal values of (4.9), (4.10) by φ̂k, ϑ̂k respectively.

Theorem 4.3. Suppose K is closed at infinity, H ∩ int(Pd(K)) 6= ∅ and the
minimizer y∗ of (1.1) satisfies y∗ 6= 0. Assume θ∗ ∈ R

m is a maximizer of (1.2). If
the LICQC, SCC, SOSC hold at every minimizer of the optimization (x̃ := (x0, x))

(4.11)





min f̂(x̃)−
m∑
i=1

θ∗i âi(x̃)

s .t . c̃j(x̃) = 0 (j ∈ E),
c̃j(x̃) ≥ 0 (j ∈ I).

Then, we have:

(i) The Moment-SOS hierarchy (4.9)–(4.10) has finite convergence, i.e., for
all k sufficiently large,

ϑ̂k = φ̂k = ϑ∗ = φ∗.

(ii) Every minimizer of the moment relaxation (4.9) must have a flat trunca-
tion, when k is sufficiently large.

Proof. It follows from Proposition 4.1 that θ∗ ∈ R
m is also a maximizer of (4.6)

and ϑ̂∗ = ϑ∗ = φ̂∗ = φ∗. By Theorem 3.4 [18], the condition H ∩ int(Pd(K)) 6= ∅
implies that there exists θ̄ ∈ R

m with θm1+1 ≥ 0, . . . , θ̄m ≥ 0 such that f̂θ̄ > 0 on

K̃, i.e., the Slater condition holds for optimization (4.6). Thus, Assumption 3.1
holds for optimization (4.6). Note that Ideal[c̃eq] + QM[c̃in] is archimedean. The
conclusions follow from Theorem 3.2. �

Remark: To verify thatK is closed at infinity, we need to check the condition (4.2),
which can be quite tricky and depends on the choice of describing polynomials forK
(see [35]). However, being closed at infinity is a generic property for semialgebraic
sets (see [13]). Most frequently appearing unbounded semialgebraic sets are closed
at infinity. For instance, the nonnegative orthant Rn

+, the exterior ball {xTx ≥ 1},
and the exterior box {x21 ≥ 1, . . . , x2n ≥ 1} are all closed at infinity.

The following is an illustrated example for the GMP with unbounded sets, where
the ideal Ideal[c̃eq ] is not real radical.
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Example 4.4. We consider the GMP

(4.12)






min 〈x41 + (2x2 − 1)4 + (2x3 − 1)4, y〉
s .t . 〈x22 + x23, y〉 = 1,

〈x21x2 + x22x3 + x23x1, y〉 ≥ 1
5 ,

y ∈ R4(K),

with the unbounded set from [4]:

K = {x ∈ R
3 : x1x2x3 = 0, x3(x

2
1 + x22 + x23 + x2) = 0, x2(x2 + x3) = 0}.

The optimal values φ∗ = φ̂∗ = 32. One can check that x1x3 ∈ Ideal[VR(c̃eq)] but
x1x3 /∈ Ideal[c̃eq]. Suppose otherwise it were true, then there exist h1, h2, h3, h4 ∈
R[x̃] such that

x1x3 = h1 · x1x2x3 + h2 · x3(x21 + x22 + x23 + x2x0)
+h3 · x2(x2 + x3) + h4 · (x20 + x21 + x22 + x23 − 1).

Substituting (x0, x2) for (1, 0) in the above, we get the representation

x1x3 =
(
h2(1, x1, 0, x3)x3 + h4(1, x1, 0, x3)

)
(x21 + x23),

which can never hold. So, Ideal[c̃eq] is not real radical. The dual optimization
problem of (4.12) is

(4.13)






max θ1 +
1
5θ2

s .t . x41 + (2x2 − 1)4 + (2x3 − 1)4 − θ1(x
2
2 + x23)

−θ2(x21x2 + x22x3 + x23x1) ∈ P4(K),
θ ∈ R

2, θ2 ≥ 0.

For θ = (0, 0), we have fθ = x41 + (2x2 − 1)4 + (2x3 − 1)4 ∈ int(P4(K)), so
H ∩ int(P4(K)) 6= ∅. A maximizer of (4.13) is θ∗ = (32, 0) and the optimization
problem (4.11) reads






min x41 + (2x2 − x0)
4 + (2x3 − x0)

4 − 32(x22 + x23)x
2
0

s .t . x1x2x3 = 0, x2(x2 + x3) = 0,
x3(x

2
1 + x22 + x23 + x2x0) = 0,

x20 + x21 + x22 + x23 = 1,
x0 ≥ 0.

Its unique minimizer is (
√
6
3 , 0,

−
√
6

6 ,
√
6
6 ), and we can verify that the LICQC, SCC,

SOSC all hold at it. By Theorem 4.3, the hierarchy (4.10)-(4.9) has finite conver-

gence. A numerical experiment by GloptiPoly 3 indicates that ϑ̂2 = φ̂2 = 32.

4.2. Polynomial optimization with unbounded sets. Consider the polyno-
mial optimization problem

(4.14)





min f(x)
s .t . cj(x) = 0 (j ∈ E),

cj(x) ≥ 0 (j ∈ I),
for given polynomials f, cj ∈ R[x]. We consider the case that the feasible set K is
unbounded. Let fmin denote the optimal value of (4.14). Suppose the degree of f
is d. A homogenized Moment-SOS hierarchy is proposed in [17] for solving (4.14)
when K is unbounded.
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Recall the notations c̃eq, c̃in as in (4.3). For a degree k ≥ ⌈d
2⌉, the kth order

homogenized SOS relaxation of (4.14) is

(4.15)

{
max γ

s .t . f̃(x̃)− γxd0 ∈ Ideal[c̃eq]2k +QM[c̃in]2k.

Its dual optimization is the kth order moment relaxation

(4.16)






min 〈f̃ , y〉
s .t . 〈xd0 , w〉 = 1,

V
(2k)
1−‖x̃‖2 [w] = 0, V

(2k)
c̃j

[w] = 0 (j ∈ E),
L
(k)
x0 [w] � 0, L

(k)
c̃j

[w] � 0 (j ∈ I),
Mk[w] � 0, w ∈ R

N
n+1
2k .

Let fk and f ′
k denote the optimal values of (4.15), (4.16) respectively. We remark

that (4.15)–(4.16) is a special case of (4.9)–(4.10) for (4.14).
We consider the homogenized optimization problem (note x̃ := (x0, x))

(4.17)






min F (x̃) := f̃(x̃)− fmin · xd0
s .t . c̃j(x̃) = 0 (j ∈ E),

x20 + ‖x‖2 − 1 = 0,
c̃j(x̃) ≥ 0 (j ∈ I),
x0 ≥ 0.

Assume the optimal value fmin > −∞ and K is closed at infinity. Note that the
optimal value of (4.17) is 0, and a feasible point x∗ ∈ K is a minimizer of (4.14) if

and only if the point x̃∗ := (1 + ‖x∗‖2)− 1
2 (1, x∗) is a minimizer of (4.17).

In the work [17], the Moment-SOS hierarchy (4.15)-(4.16) is shown to have finite
convergence if Ideal[c̃eq ] is real radical, provided the LICQC, SCC and SOSC hold
at every minimizer of (4.17). We remark that these optimality conditions are es-
sentially equivalent for (4.14) and (4.17). Here, we prove the same conclusion holds
even if Ideal[c̃eq ] is not real radical. This resolves Conjecture 8.2 of the work [17].

Theorem 4.5. Suppose K is closed at infinity and f ∈ R + int(Pd(K)). If the
LICQC, SCC and SOSC hold at every minimizer of (4.17), then the Moment-
SOS hierarchy (4.15)-(4.16) has finite convergence, i.e., fk = f ′

k = fmin for all k
sufficiently large. Furthermore, every minimizer of the moment relaxation (4.16)
must have a flat truncation, when k is sufficiently large.

Proof. The optimization (4.14) is equivalent to the following GMP




min 〈f, y〉
s .t . 〈1, y〉 = 1,

w ∈ Rd(K).

The assumption f ∈ R+ int(Pd(K)) implies the minimum value fmin > −∞. For
the corresponding optimization problem (1.2), the optimal value is fmin and it is
achievable. The conclusion then follows directly from Theorem 4.3. �

The following is an example for the polynomial optimization with unbounded
sets, where the ideal Ideal[c̃eq] is not real radical.

Example 4.6. We consider the polynomial optimization

(4.18)

{
min x61 + x62 + 3x21x

2
2 − x41

(
x22 + 1

)
− x42

(
x21 + 1

)
−
(
x21 + x22

)

s .t . x31 + x1x
4
2 + x1 = 0, x2 ≥ 0.
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The optimal value fmin = −1. One can check that x1 ∈ Ideal[VR(c̃eq)] but x1 /∈
Ideal[c̃eq]. Suppose otherwise it were true, then there exist h1, h2 ∈ R[x̃] such that

x1 = h1 · (x31x20 + x1x
4
2 + x1x

4
0) + h2 · (x21 + x22 + x20 − 1).

Substituting x for (0, 1, 0) in the above, we get the contradiction 1 = 0. So, the
ideal Ideal[c̃eq] is not real radical. The optimization problem (4.17) reads






min x60 + x61 + x62 ++3x21x
2
2x

2
0 − x41

(
x22 + x20

)

−x42
(
x21 + x20

)
− x40

(
x21 + x22

)

s .t . x31x
2
0 + x1x

4
2 + x1x

4
0 = 0,

x20 + x21 + x22 = 1,
x0 ≥ 0, x2 ≥ 0.

Its unique minimizer is ( 1√
2
, 0, 1√

2
) and we can verify that the LICQC, SCC, SOSC

hold at it. By Theorem 4.5, the hierarchy (4.15)-(4.16) has finite convergence. A
numerical experiment by GloptiPoly 3 indicates that f3 = f ′

3 = −1.

4.3. The Moment-SOS hierarchy with denominators. Let K be the feasible
set of (4.14). The Putinar-Vasilescu’s Positivstellensatz states that for a polynomial
f , if the highest degree homogeneous part fhom is a positive definite form and f > 0
on K, then

(1 + ‖x‖2)kf ∈ Ideal[ceq] + QM[cin]

for some power k ∈ N; see [48]. This motivates the Moment-SOS hierarchy with
denominators to solve (4.14):

(4.19)

{
max γ
s .t . θk (f − γ) ∈ Ideal[ceq]2k +QM[cin]2k,

where θ(x) = 1 + ‖x‖2. Denote by fden

k the optimal value of (4.19). It was
conjectured in [29] that the hierarchy of (4.19) has finite convergence under the
optimality condition assumptions. This conjecture was shown to hold in [17] when
Ideal[c̃eq] is real radical. We remark that when the degrees of f, cj (j ∈ I) are all
even, the constraint x0 ≥ 0 is redundant to define the optimization (4.17) and the
SCC will fail for the minimizers of (4.17) with x0 = 0 (cf. [17]). In this case, we
consider the alternative optimization

(4.20)






min F (x̃) := f̃(x̃)− fmin · xd0
s .t . c̃j(x̃) = 0 (j ∈ E),

x20 + ‖x‖2 − 1 = 0,
c̃j(x̃) ≥ 0 (j ∈ I).

In the following, we show that finite convergence also holds even if Ideal[c̃eq] is not
real radical. This resolves the conjecture made in [29, Section 4.2] about the finite
convergence of (4.19) under optimality condition assumptions.

Theorem 4.7. Let K be the feasible set of (4.14).

(i) Suppose K is closed at infinity, the degrees of f, cj (j ∈ I) are all even,
and f ∈ R + int(Pd(K)). If the LICQC, SCC and SOSC hold at every
minimizer of (4.20), then fden

k = fmin for all k big enough.
(ii) Suppose fhom is a positive definite form. If the LICQC, SCC and SOSC

hold at every minimizer of (4.17), then fden

k = fmin for all k big enough.
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Proof. (i) Let df := d/2, di := deg(cj)/2 (j ∈ I). Denote c̃ie :=
{
c̃j(x̃)

}
j∈I . For a

degree k ∈ N, consider the following alternative SOS relaxations

(4.21)

{
max γ

s .t . f̃(x̃)− γxd0 ∈ Ideal[c̃eq]2k +QM[c̃ie]2k.

Similar to Theorem 4.5, we know that the hierarchy (4.21) has finite convergence,
under the given assumptions of item (i). This means that there exists an integer
k0 such that for all γ < fmin, we have that

(4.22) f̃ − γxd0 ∈ Ideal[c̃eq]2k0 +QM[c̃ie]2k0 .

Equivalently, there exist h0, hj ∈ R[x̃]2k0 , σ0, σj ∈ Σ[x̃]2k0 such that

deg(hjcj) ≤ 2k0, deg(σjcj) ≤ 2k0,

f̃ − γxd0 =
∑

j∈E
hj c̃j +

∑

j∈I
σj c̃j + σ0 + h0 · (‖x̃‖2 − 1).

The above induces that

(4.23)
2(f̃ − γxd0) =

∑
j∈E

(hj c̃j + hj(−x̃)c̃j(−x̃)) +
∑
j∈I

(σj + σj(−x̃))c̃j
+σ0 + σ0(−x̃) + (h0 + h0(−x)) · (‖x̃‖2 − 1).

if we substitute x̃ for (1,x)√
θ

in the above, then

2 · f(x)−γ

θ
df

=
∑
j∈E

[
hj

(
(1,x)√

θ

)
+ (−1)deg(cj)hj

(
(−1,−x)√

θ

)]
cj(x)√
θ
deg(cj )

+
∑
j∈I

[
σj

(
(1,x)√

θ

)
+ σj

(
(−1,−x)√

θ

)]
cj(x)

θ
dj

+
[
σ0

(
(1,x)√

θ

)
+ σ0

(
(−1,−x)√

θ

)]
.

Note that the odd degree terms in σj

(
(1,x)√

θ

)
+ σj

(
(−1,−x)√

θ

)
are cancelled. The

above implies that there exists k1 ∈ N such that

θk(f − γ) ∈ Ideal[ceq]2k+2df
+QM[cin]2k+2df

for all k ≥ k1, and k1 is independent of γ. Hence, fden

k = fmin for all k ≥ k1.

(ii) For each j ∈ I, let θj := 2⌈deg(cj)
2 ⌉−deg(cj). Consider the optimization problem

(4.24)





min f̃(x̃)− fmin · (x0)d
s .t . c̃j(x̃) = 0 (j ∈ E),

‖x̃‖2 − 1 = 0,

x
θj
0 c̃j(x̃) ≥ 0 (j ∈ I).

Note that the degree of f must be even. Let ũ = (u0, u) be a feasible point of
(4.24). If u0 = 0, then ‖u‖ = 1 and

f̃(ũ)− fmin · (u0)d = fhom(u) > 0,

since fhom is positive definite. If u0 6= 0, then u/u0 is feasible for (4.14) and

f̃(ũ)− fmin · (u0)d = ud0
(
f(u/u0)− fmin

)
≥ 0.

Hence, the optimal value of (4.24) is zero. As for Theorem 4.4 of [17], the LICQC,
SCC and SOSC hold at every minimizer of (4.24). The conclusion then follows
from item (i). �
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Remark: Theorem 4.5 (Theorem 4.7, respectively) assumes that the LICQC, SCC
and SOSC hold at every minimizer of (4.17) (the optimization (4.20), respectively).
The objective function depends on the minimum value fmin. Suppose x̃

∗ = (x∗0, x
∗)

is a minimizer of (4.17). If x∗0 > 0, it was shown in [17] that x∗/x∗0 is a minimizer of
(4.14), and the LICQC, SCC, SOSC hold at x̃∗ of (4.17) if and only if they hold at
x∗/x∗0 of (4.14). For this case, these optimality conditions are independent of the
minimum value fmin. If x

∗
0 = 0, then the LICQC, SCC and SOSC at x̃∗ for (4.17)

depend on fmin. The same comments hold for the optimization (4.20). We refer to
[17] for the relationship between their optimality conditions.

The following is an example to illustrate the finite convergence of (4.19).

Example 4.8. We consider the polynomial optimization

(4.25)





min x21 (x1 − 1)
2
+ (x2 − 1)2 (x2 − 2)

2
+ (x3 + 1)2x23

+2x1(x2 − 1)(x3 + 1) (x1 + x2 + x3 − 2)
s .t . x31 − x32 − x33 − 1 = 0,

(x41 + 1)(x1 − 1) + (x21 − x1)(x1x
2
2 − 2x2) = 0.

The optimal value fmin = 0. One can verify that x2 + x3 ∈ Ideal[VR(c̃eq)] but
x2 + x3 /∈ Ideal[c̃eq]. Suppose otherwise it were true, then there exist h1, h2, h3 ∈
R[x̃] such that

x2 + x3 = h1 · (x31 − x32 − x33 − x30) + h2 · (x21 + x22 + x23 + x20 − 1)
+h3 · ((x41 + x40)(x1 − x0) + (x21 − x1x0)(x1x

2
2 − 2x2x

2
0)),

Substituting (x0, x1) for (
1√
2
, 1√

2
) in the above, we can get

x2 + x3 = −h1(
1√
2
,
1√
2
, x2, x3)(x

3
2 + x33) + h2(

1√
2
,
1√
2
, x2, x3)(x

2
2 + x23),

which can never hold. So, Ideal[c̃eq ] is not real radical. The homogenized optimiza-
tion problem (4.17) reads

(4.26)






min x21 (x1 − x0)
2 + (x2 − x0)

2 (x2 − 2x0)
2 + (x3 + x0)

2x23
+2x1(x2 − x0)(x3 + x0) (x1 + x2 + x3 − 2x0)

s .t . x31 − x32 − x33 − x30 = 0,
(x41 + x40)(x1 − x0) + (x21 − x0x1)(x1x

2
2 − 2x2x

2
0) = 0,

x20 + x21 + x22 + x23 = 1,
x0 ≥ 0.

Its unique minimizer is (12 ,
1
2 ,

1
2 ,− 1

2 ), and we can verify that the LICQC, SCC,
SOSC hold at it. By Theorem 4.7, the hierarchy (4.19) has finite convergence. A
numerical experiment by GloptiPoly 3 indicates that fden

3 = 0.

5. The GMP for the super resolution

GMPs have broad applications. This section gives the application on the super
resolution problem for semialgebraic sets. The super resolution problem aims to
reconstruct high-dimensional sparse vectors from the observation of a low-pass filter
[6, 7, 15]. This problem can be formulated as the GMP:

(5.1)





min 〈1, y〉+ 〈1, z〉
s .t . 〈ai, y〉 − 〈ai, z〉 = bi (1 ≤ i ≤ m),

y, z ∈ Rd(K).
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In the above, b = (b1, . . . , bm) is a given vector, K is the semialgebraic set as in
(3.1) and {ai}mi=1 ⊆ R[x]d is a set of linearly independent polynomial functions on
K. The dual optimization of (5.1) is

(5.2)






max b1θ1 + · · ·+ bmθm

s .t . 1−
m∑
i=1

θiai ∈ Pd(K),

1 +
m∑
i=1

θiai ∈ Pd(K),

θ = (θ1, . . . , θm) ∈ R
m.

For a degree k ≥ d, the kth moment relaxation for (5.1) is

(5.3)





min 〈1, v〉+ 〈1, w〉
s .t . 〈ai, v〉 − 〈ai, w〉 = bi (1 ≤ i ≤ m),

V
(2k)
cj [v] = 0, V

(2k)
cj [w] = 0 (j ∈ E),

L
(k)
cj [v] � 0, L

(k)
cj [w] � 0 (j ∈ I),

Mk[v] � 0, Mk[w] � 0, v, w ∈ R
N

n
2k .

The dual optimization of (5.3) is the kth order SOS relaxation for (5.2):

(5.4)





max b1θ1 + · · ·+ bmθm

s .t . 1−
m∑
i=1

θiai ∈ Ideal[ceq ]2k +QM[cin]2k,

1 +
m∑
i=1

θiai ∈ Ideal[ceq ]2k +QM[cin]2k,

θ ∈ R
m.

Let φ∗, ϑ∗ denote the optimal value of (5.1), (5.2) respectively, and let φk, ϑk
denote the optimal value of (5.3), (5.4) respectively. It was observed in [15, Section
5.2.2] that the Moment-SOS hierarchy of (5.3)–(5.4) often has finite convergence.
In the following, we study conditions for its finite convergence.

Suppose θ∗ = (θ∗1 , . . . , θ
∗
m) is a maximizer of (5.2). Consider the optimization

problems:

(5.5)





min 1−
m∑
i=1

θ∗i ai(x)

s .t . cj(x) = 0 (j ∈ E),
cj(x) ≥ 0 (j ∈ I),

and

(5.6)





min 1 +
m∑
i=1

θ∗i ai(x)

s .t . cj(x) = 0 (j ∈ E),
cj(x) ≥ 0 (j ∈ I).

Note that the objective polynomials in (5.5) and (5.6) are both nonnegative on the
set K.

Theorem 5.1. Suppose Ideal[ceq] +QM[cin] is archimedean and θ∗ = (θ∗1 , . . . , θ
∗
m)

is a maximizer of (5.2). If the LICQC, SCC and SOSC hold at every minimizer of
(5.5) and (5.6), then we have:

(i) The hierarchy of (5.3)–(5.4) has finite convergence, i.e., ϑk = φk = ϑ∗ = φ∗

for all k big enough.
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(ii) Every minimizer of the moment relaxation (5.3) must have a flat trunca-
tion, when k is sufficiently large.

Proof. (i) Note that for θ = (0, . . . , 0), we have

1−
m∑

i=1

θiai(x) = 1 +

m∑

i=1

θiai(x) = 1 ∈ int(Pd(K)).

Thus, the Slater condition holds for the pair (5.1)–(5.2). By following the same
proof of Theorem 3.2 (i), we can show that for all ǫ > 0, there exists k0 ∈ N,
independent of ǫ, such that

1−
m∑

i=1

θ∗i ai(x) + ǫ ∈ Ideal[ceq]2k0 +QM[cin]2k0 ,

1 +

m∑

i=1

θ∗i ai(x) + ǫ ∈ Ideal[ceq]2k0 +QM[cin]2k0 .

Thus, we know 1
1+ǫ

· θ∗ is feasible for (5.4) at the relaxation order k0, for all ǫ > 0.
As ǫ→ 0, we get

(5.7) bT(
1

1 + ǫ
· θ∗) = 1

1 + ǫ
bTθ∗ → bTθ∗.

This implies that ϑk0 = bTθ∗ = ϑ∗ and then ϑ∗ = φ∗ = ϑk0 = φk0 . Hence, the
Moment-SOS hierarchy of (5.3)–(5.4) has finite convergence.

(ii) Suppose (v(k), w(k)) is a minimizer of (5.3) for the relaxation order k. The
kth order moment relaxations for polynomial optimization problems (5.5) and (5.6)
are respectively

(5.8)





min 〈1−
m∑
i=1

θ∗i ai, v〉
s .t . 〈1, v〉 = 1,

V
(2k)
cj [v] = 0 (j ∈ E),
L
(k)
cj [v] � 0 (j ∈ I),

Mk[v] � 0, v ∈ R
N

n
2k ,

and

(5.9)





min 〈1 +
m∑
i=1

θ∗i ai, w〉
s .t . 〈1, w〉 = 1,

V
(2k)
cj [w] = 0 (j ∈ E),
L
(k)
cj [w] � 0 (j ∈ I),

Mk[w] � 0, w ∈ R
N

n
2k .

It follows from (i) that for all k ≥ k0,

〈1, v(k)〉+ 〈1, w(k)〉 =
m∑

i=1

biθ
∗
i =

m∑

i=1

(〈ai, v(k)〉 − 〈ai, w(k)〉)θ∗i .

Hence, we get

(5.10) 〈1 −
m∑

i=1

θ∗i ai, v
(k)〉+ 〈1−

m∑

i=1

θ∗i ai, w
(k)〉 = 0.
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In the item (i), we have shown that

{
1−

m∑

i=1

θ∗i ai, 1 +
m∑

i=1

θ∗i ai
}
⊆ cl(Ideal[ceq]2k0 +QM[cin]2k0).

Since v(k), w(k) are feasible for (5.8), (5.9) respectively, we have

〈1−
m∑

i=1

θ∗i ai, v
(k)〉 ≥ 0, 〈1−

m∑

i=1

θ∗i ai, w
(k)〉 ≥ 0.

Combining with (5.10), we get

〈1−
m∑

i=1

θ∗i ai, v
(k)〉 = 0, 〈1 +

m∑

i=1

θ∗i ai, w
(k)〉 = 0.

We show that v(k), w(k) both have flat truncations, in four cases.

Case I:
(
v(k)

)
0
=

(
w(k)

)
0
= 0. Then, for all |α| ≤ 2k − 2, we have (v(k))α = 0,

(w(k))α = 0. This can be implied by Lemma 5.7 of [28]. Thus, the truncations
v(k)

∣∣
2k−2

and w(k)
∣∣
2k−2

are flat.

Case II:
(
v(k)

)
0
= 0,

(
w(k)

)
0
> 0. As for case I, the truncation v(k)

∣∣
2k−2

is flat.

Since
(
w(k)

)
0
> 0 and 〈1 +

m∑
i=1

θ∗i ai, w
(k)〉 = 0, the normalization w(k)/w

(k)
0 is a

minimizer of (5.9) for all k ≥ k0. It follows from Theorem 3.3 that w(k) has a flat
truncation, when k is sufficiently large.

Case III:
(
v(k)

)
0
> 0,

(
w(k)

)
0
= 0. The proof is the same as for Case II.

Case IV:
(
v(k)

)
0
> 0,

(
w(k)

)
0
> 0. Then, v(k)/

(
v(k)

)
0
is a minimizer of (5.8) and

w(k)/
(
w(k)

)
0
is a minimizer of (5.9) for all k ≥ k0. By Theorem 3.3, we know that

both v(k) and w(k) have flat truncations for sufficiently large k.
�

6. Conclusions and discussions

In this paper, we prove the finite convergence of the Moment-SOS hierarchy for
solving generalized moment problems under the archimedeanness and optimality
conditions, but without real radicalness of the equality constraint ideal. This im-
proves the finite convergence theory in the earlier work. When the constraint set K
is unbounded (the archimedeanness fails in this case), we propose a homogenized
Moment-SOS hierarchy and prove similar finite convergence results. The appli-
cations of these results in polynomial optimization with unbounded sets are also
discussed.

There still exist many interesting problems for future work. One of them is
about finite convergence of the Moment-SOS hierarchy for generic GMPs. To be
more specific, will the finite convergence always hold except a zero-measure set
in the space of input polynomials? We have shown the finite convergence under
the archimedeanness and optimality conditions for (3.5). To the best of authors’
knowledge, it is an open question whether or not the LICQC, SCC, SOSC hold at
every minimizer of (3.5), when the polynomials f, ai, bi, cj have generic coefficients.
Note that θ∗ = (θ∗1 , . . . , θ

∗
m) is an optimizer of (1.2) and it is not generic but

determined by f, ai, bi, cj . Therefore, we pose the following conjecture.
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Conjecture 6.1. Let d0 and di be positive degrees, for i ∈ [m] ∪ E ∪ I. Consider
f ∈ R[x]d0 , ai ∈ R[x]di

(i ∈ [m]), b ∈ R
m, cj ∈ R[x]dj

(j ∈ E ∪I). Then there exists
a finite set of polynomials ϕ1, . . . , ϕL, which are in the coefficients of polynomials
f , a = (ai)i∈[m], b, c = (cj)j∈E∪I such that if

ϕk (f, a, b, c) 6= 0, k = 1 . . . , L,

then the Moment-SOS hierarchy (3.2)–(3.3) has finite convergence.

Acknowledgements. The authors would like to thank the editors and anonymous
referees for their fruitful suggestions on the paper.
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