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Figure 1: Examples of the object-gesture mappings designed by users under the metaphor of "grasping the objects". Users adapt
their hand postures to different physical objects that they grasp. The objects from left to right: Toy gun, mug, book, stapler, phone,
and pen.

ABSTRACT

We propose VirtualGrasp, a novel gestural approach to retrieve
virtual objects in virtual reality. Using VirtualGrasp, a user
retrieves an object by performing a barehanded gesture as if
grasping its physical counterpart. The object-gesture mapping
under this metaphor is of high intuitiveness, which enables
users to easily discover, remember the gestures to retrieve the
objects. We conducted three user studies to demonstrate the
feasibility and effectiveness of the approach. Progressively,
we investigated the consensus of the object-gesture mapping
across users, the expressivity of grasping gestures, and the
learnability and performance of the approach. Results showed
that users achieved high agreement on the mapping, with an
average agreement score [35] of 0.68 (SD=0.27). Without
exposure to the gestures, users successfully retrieved 76%
objects with VirtualGrasp. A week after learning the mapping,
they could recall the gestures for 93% objects.
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INTRODUCTION

Virtual Reality is growing to be an important platform for
various types of applications, including games [18], training
[20] and educations [27]. Object Retrieval is a common and
basic task in these applications. For example, a game player
often picks up weapons and a mechanic might need several
tools (e.g. a spanner). Currently, two main ways for users to
access virtual objects are to pick them from the scene or to
pick them out from a menu. The typical interfaces of these
two approaches in popular VR games are shown in Figure
2. In both cases, users need to specify the position of the
target with a device (e.g., a controller) or their finger [38].
However, to pick up the target from the scene may encounter
several problems, especially when the objects are occluded,
placed in a very dense layout or when the controller jitters
reduce the accuracy. To select an item in a menu requires
a series of manipulations. Users need to invoke the menu,
choose the category, scan the items in the sub-menus, until
they pinpoint the desired one and get back to the ongoing task.
The manipulations could be time-consuming and distracting,
especially when the users are new to the interface or when the
target is buried deeply in a hierarchical menu [12].

Compared to these pointing and menu techniques, retriev-
ing virtual objects with the assigned gestures could avoid the
positioning problem and simplify the searching process. A
key to the design of the gesture-based object retrieval is the
mappings between objects and gestures, which greatly influ-
ence the learnability of the approach. A good mapping design
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should satisfy several criteria. It should be easy to discover
and memorize [34, 47], be consistent with the acquired experi-
ence of users [30], and gains high consensus across users [48].
Most previous work on gesture input was developed to issue
commands, which leaves the mapping for retrieving objects to
be studied.

Figure 2: The menu interface in "Destinations" [2], where
users first select "Furniture" in the "Things" menu (top left)
and select a mug in the sub-menu (top right); the scene in
"RecRoom" [6], where users access the position of the prop to
pick up it (bottom).

In reality, prehension (i.e., the action of grasping with hand and
fingers) is one of the most fundamental elements of humans’
physical interaction with an object, and the grip of an object
must be adapted to its shape, size as well as intended use [35],
as illustrated in Figure 1. Inspired by this fact, we propose a
novel gesture-based approach VirtualGrasp, to retrieve virtual
objects with the grasping gestures. To retrieve an object with
VirtualGrasp, users perform a static barehanded gesture in the
air as if grasping its physical counterpart. For example, users
can perform a gun-holding "hook" gesture to retrieve a virtual
gun. In this manner, the objects themselves remind users
the gestures for retrieval which is also consistent with users’
own experience. As it is a fact that not all general objects
are graspable, e.g. too large objects or abstract objects, this
approach aims to enable the retrieval of everyday graspable
objects in VR applications.

However, are the object-gesture mappings consistent across
different users? Do the grasping gestures of different objects
confuse with each other? Is it easy to discover and learn the
mappings? To answer these questions, we conducted three
studies and their workflow is visualized by Figure 3. Study1
is a gesture elicitation study to probe the consensus of the
mappings across users; Study2 is a gesture classification study
to measure the expressivity and confusions of the grasping
gestures; Study3 is an object retrieval study to evaluate the
performance and learning effort of users with VirtualGrasp.
The results showed that users achieved good agreement on the

mappings and the algorithm we developed could correctly rec-
ognize a majority of the desired objects (37/49) of users. Users
easily discovered, learned and recalled the object-gesture map-
pings and the approach was well-accepted. We demonstrate
that VirtualGrasp could promote user experience when ap-
plicable and has potential to supplement pointing and menu
techniques for virtual object retrieval.

Figure 3: The workflow of the three studies, showing the input,
output, and relationship of the studies.

RELATED WORK

Gestural Object Acquisition

In 3D space, acquiring object’s position can be achieved by
two main approaches, which are virtual pointing and virtual
hand [9]. Virtual pointing techniques enable users to emit a
ray to point at the object, from their hands or the controller [16,
22, 42, 51]. Virtual hand techniques enable users to directly
touch the object with the controller or bare hand to acquire
it [38, 44, 53]. Besides, users can also retrieve objects from
menus [13, 17, 21] by searching the item from the lists.

However, in this paper, we proposed a gesture-based approach
to retrieve objects in VR, VirtualGrasp. Gesture-based input
is a category of interaction modality in which users perform
static or dynamic gestures with their hands, arms or other body
parts to input information to computers [26]. Comparing to the
approaches mentioned above, the gesture-based approach has
the advantage of enabling bare-hand and eyes-free and direct
input [10]. Performing a gesture does not require users to
visually search the desired object or switch to another interface
to search the menus. However, the available gestures for a
gesture-based interface are not explicitly displayed and users
have to learn the mapping of gestures and commands in a
manual. How to help users discover and remember the gestures
deserves further study.

Gesture-Object Mapping

A key to the design of gesture-based systems is the mapping
between targets and assigned gestures. The mapping, to some
extent, determines the discoverability and learnability of the
gestures [25, 47]. However, in some of the current systems
[31, 33, 49, 50], the primary goal of the system designers is
to design the gestures to be robust to recognize, instead of to
design the mappings to be intuitive to the users.
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In previous research, there are mainly two ways to address
the learnability issue. One way is to specially design the look-
and-feel of the target to suggest the assigned gesture. The
gestures were mapped to the shapes, colors, motions of the
targets, or directly overlaid onto the targets [14, 15, 19, 30, 52].
Escape [52] mapped directional swipe gestures to the icons
with different colors, shapes, and patterns. Orbits [19] and
Pathsync [15] enabled users to select targets on smart watches
and remote displays by following the movements of the targets
with their gaze and hands respectively. Gesture Select [14]
directly overlaid the stroke onto the targets, which users draw
with a mouse. Finger-Count menus [47] overlaid different
numbers onto the targets, which were according to the number
of the fingers users need to stretch out to select them. In these
cases, the gestures were cued by the appearance of the targets,
and thus are easier to discover and remember [52]. However,
using these techniques, users need to observe the targets to
find the gestures, which requires a high visual load.

The second but more widely used solution is the user-defined
approach, which was first introduced by Wobbrock et al.
[48] when designing gestures on an interactive surface. This
approach involves end users into the design process of the
gesture-command mappings. They portray the effect of a com-
mand, e.g. to delete an item, and then ask a group of users to
design their own gestures to issue this command. The gestures
with the highest consensus will be assigned to the commands.
As a result, the elicited command-gesture mappings reflect
daily behaviors and experience of users, which results in a
more contextual connection between gestures and commands
[48]. The approach has been successfully applied to many ar-
eas [8, 29, 40, 45]. However, for each command, users might
prefer different gestures to assign to it, which were not all
supported by the gesture set [8, 29].

For these two ways, our research is more relevant to the user-
defined gestures. However, our focus is the retrieval of gras-
pable objects, which is very different from the commands that
previous research studied. As users have experience of inter-
acting with the physical objects, we expect the gesture-object
mappings designed by users to be more consistent with each
other, and therefore easier to be discovered and remembered
by users.

Imaginary Interaction

Another body of related research is the Imaginary Interactions,
which share the idea to transfer user experience into HCI. We
summarize a series of imaginary interactions, where users
replicate the interaction process with physical objects onto
imaginary objects. Imaginary Interface [23] enabled users to
interact with an interface that existed in their own imagina-
tion. After forming an L-shaped coordinate cross with the
non-dominant hands, users could point and draw accurately in
this origin of imaginary space. Imaginary Phone [24] enabled
users to perform micro-operations of a smart phone by tap-
ping and sliding at the relative locations on their empty hands.
Imaginary Devices [43] enabled users to do the pointing tasks
in games by mimicking the operation of the joystick, the steer-
ing wheel or other control devices. Imaginary Reality Gaming
[11] enabled users to play with others in a ball game using

an imaginary ball. Users learned the position of the ball by
watching each other act and the occasional auditory feedback.

In this paper, our contributions compared to their research
include: 1) We transfer the concept from using specific objects,
e.g. a phone or a ball, to the retrieval of a wide range of objects
that users could grasp with their hands; 2) We fill in the gap
to test the consensus of the object-gesture mappings before
applying them for retrieval tasks.

Grasping Objects

Before this paper, several studies in HCI domain [46, 36, 25]
have discussed the strong connection between objects and
the gestures to grasp them. One study [36] tried to detect
the physical objects that the user is interacting with in an
office by recognizing the hand gestures. They found that users
performed different gestures even when interacting with the
same object. This made it difficult to build one general model
for all users. Another study [46] explored to detect the size
and shape of the objects by the grasping gestures of users.
They tested objects with three levels of sizes and six basic
shapes. The result showed that the grasping gestures could
help discriminate objects with different sizes and shapes.

There is work that demonstrated to leverage grasp gestures to
select tools on touchscreens, TouchTool [25]. They enabled
users to select the tools by mimicking the grasping gestures of
them onto a 2D touchscreen. They evaluated the intuitiveness
and convenience for input on seven specific computer tools,
e.g. mouse and camera. The number of tools was limited
by gesture conflicts. Compared to TouchTool, we move the
surface-based 2D gesture space to the 3D space in the air.
Without the constraints of the touchscreen, we expect fewer
conflicts between gestures and higher intuitiveness of the ges-
tures. As a result, we aim to enable users to retrieve a larger
number of objects.

VIRTUALGRASP

In reality, users have sufficient experience of interacting with
physical objects. A fact is that the gestures users use to grasp
or manipulate objects are adapted to the different shapes, sizes
and intended uses of the objects. For example, the "hook"
gesture we use to grasp a mug is adapted for its ring-shaped
handler; the "ten-finger-typing" gesture is adapted for the
keyboard layout and purpose of fast typing. We termed these
gestures to be the "grasping gesture" in this paper when no
ambiguity can arise.

Based on this fact, we propose VirtualGrasp, an approach
that enables retrieving virtual objects by performing grasping
gestures of their physical counterparts. There are several ben-
efits that VirtualGrasp could possibly provide. First, as the
objects themselves remind users of the grasping gestures, we
expect that VirtualGrasp requires little learning effort from
users. Once users know the "grasping" metaphor, we expect
the gestures of VirtualGrasp to be self-revealing to them. Sec-
ond, VirtualGrasp does not require users to switch to the menu
interfaces or visually search the positions of the targets, thus
this enables users to continuously focus on the ongoing task
and causes fewer distractions.
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Hypotheses

However, there are three hypotheses to be tested before we
could achieve these benefits:

1. Consensus: Users achieve high agreement on the mappings
of objects and the grasping gestures.

2. Expressivity: A good number of grasping gestures can be
correctly recognized and distinguished by algorithms.

3. Self-revealing: Users can discover the grasping gestures
of the desired objects by themselves or it is easy to learn and
remember the gestures.

To test these hypotheses, we conducted the following three
studies. As shown in Figure 3, through the studies, we com-
pleted the end-to-end exploration of the VirtualGrasp design.
We went through a gesture elicitation study, the development
and evaluation of the gesture classifier, and an object retrieval
study to evaluate the user performance using VirtualGrasp.
After the studies, we discuss the design implications and limi-
tations of our approach.

STUDY1: GESTURE ELICITATION

The goal of this study is to probe the consensus of the gesture-
object mappings defined by users. We first generated an object
list through a brainstorming session. Then we invited partici-
pants to design the grasping gestures for the objects in the list.
Based on the obtained object-gesture pairs, we measured the
consistency of the mappings, extracted the important proper-
ties of objects that helped design the gestures, and analyzed
the distribution of gestures in a taxonomy.

Generation of the Object List

In previous gesture elicitation studies [8, 29, 40, 45, 48], re-
searchers generated a list of most commonly used commands,
and then invited users to design gestures to issue them. How-
ever, very different from commands, everyday graspable ob-
jects cannot be all included in this elicitation study. There-
fore we need to generate a object list that could represent
the countless graspable objects. To be representative, the list
should cover the diversity of different shapes, sizes and in-
clude enough number of objects. Meanwhile, the number of
the objects should not be too large for this study.

To obtain this list, we conducted a brainstorming session with
26 participants (10 females, aged from 23 to 26). All the par-
ticipants were graduate students from a local campus. Eight of
them had VR experience. All of them were familiar with touch-
screen gesture interaction. To avoid that users come up with
the objects that could not be grasped, e.g. too large objects,
we first explained the basic idea of VirtualGrasp, which was
retrieving the objects with their grasping gestures. Meanwhile,
we deliberately instructed them to not consider the perfor-
mance of gesture recognition. Then we asked participants to
list the objects they could retrieve with VirtualGrasp.

In total, we collected 215 votes which contained 101 distinct
objects. Among them, 43 objects received only one vote,
"camera" received the most (15) votes. To limit the number
of objects for user study, we removed objects that received
no more than three votes (52 objects (62 votes): 43 × 1 vote,

8 × 2 votes, 1 × 3 votes) and meanwhile kept the object list
representative. We finally generated a list of 49 objects, which
represented 153 votes, which maintained more than 70% of
the 215 votes. We also confirmed that they could cover the
diversity of different shapes and sizes. We went through the
merged object list with participants and split them into six
groups that could appear in the same scenarios.

Figure 4: The distribution of the objects on the (a) shape and
(b) size.

We analyzed the distribution of the object list on the shape
and size. We applied an existing taxonomy [46] to categorize
the shape of the object. We measured the size by the largest
dimension among the length, width, and height of the object
[1, 7]. As Figure 4 shows, the objects in our list covered basic
shapes and sizes of everyday graspable objects.

Participants

We recruited 20 participants (14M/6F) from a local campus,
with an average age of 23.6 (from 20 to 27). Eight of them
participated in the brainstorming session. In a pre-study ques-
tionnaire, participants reported their familiarity with six sce-
narios in a 5-point Likert scale. The average scores were 4.9,
2.8, 3.7, 4.8, 4.6 and 4.8 in the order same as Table 1. Ten par-
ticipants had experience of mid-area gesture interaction, using
LeapMotion or Kinect. All the participants were right-handed.

Design

The factor of this study was the object we presented to the
participants, for which they would design a grasping gesture.
For each object, we recorded the grasping gestures participants
designed by taking pictures. To log the three-dimensional in-
formation of hand gestures, we took pictures from a front and
side view of participants performing the gestures. Consistently
with previous studies [29, 40, 45, 48], we instructed users
to focus on the gesture recall and assume all the conceived
gestures could be recognized correctly. Each time after par-
ticipants designed a gesture for each object, we asked them
which type of object properties helped them recall the gestures.
The properties included shape, size, texture, temperature, lo-
cation, orientation, motion and usage. To inform participants
the object, we showed the names of the objects instead of
pictures or other visualizations. The consideration was that we
expected VirtualGrasp to also support retrieval of out-of-view
objects. All the participants stood during the experiment.The
experiment was conducted in a quiet office room.
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Scenarios Object lists

Office
book, briefcase, eraser, mouse, keyboard, pen,
scissor, stapler

Game Weapons
binocular, bow, dagger, grenade, handgun,
rifle, shield, spear, sword

Sports
barbell, basketball, badminton racket, cue,
golf club, javelin, ski stick, shot, skipping rope

Electronics
camera, flash drive, headphone, interphone
microphone, phone, remote control

Home
bowl, broom, comb, glasses, mug, perfume,
toothbrush, umbrella, watch

Food
apple, banana, beer, hamburger, popsicle,
watermelon

Table 1: The object list for the study, which was divided into
six groups, and objects in the same group could appear in the
same scenarios.

Procedure

First, we introduced the task, which was to design a gesture
when the target object was informed. We instructed partici-
pants to recall the gestures that they used to grasp the target
object in reality. Each participant performed 49 trials of ges-
ture design. In each trial, participants first saw the name of the
target object on the front screen. Then they were given time to
recall the gesture. After they decided, they performed the ges-
ture with either or both of their hands to define it. At the same
time, the experimenter took pictures of the gesture. Then they
were asked to tick on the object properties on a questionnaire
that helped them recall the gesture. The participants were free
to rest when they felt tired. The experiment took about half an
hour on average for each participant.

Data Processing

From 20 participants, we collected 980 (20 × 49) object-
gesture pairs. Before further analysis, we observed that some
of the pairs seemed to be unreasonable. An example was that
only one participant gestured a shot by lifting both hands over
head, which was composed as lifting one hand beside the check
for the other 19 participants. As the composer reported, the
unique gesture was created based on his imagination because
he never threw a shot or watch shot puts before. To filter
out these unreasonable pairs, we conducted a voting session
with 40 participants (20 extra participants), where they voted
for top three gestures for each object that they thought to
be most matched. We found 39/980 pairs without any votes.
These pairs were most in Sports (15) and Game Weapon(12)
scenarios where participants lack interaction experience.

To be consistent with previous elicitation studies, we kept
these pairs in the consistency analysis. However, as the com-
posers reported, these pairs were mostly created by their own
imagination and the mappings were not intuitive to others. So
we decided to remove them from our final gesture set and
the following studies. We merged the gestures for each ob-
ject. We shared a similar procedure with [8], in which two
of the authors coded gestures displayed in photos. The cri-
teria for gesture classification included single/double hands,
the position, orientation and shape of the hands. Details of

the criteria are shown in Table 2. We finally generated 140
distinct object-gesture mappings.

Result

Based on the 980 object-gesture pairs in 140 categories, we
measured the consistency of participants’ mappings, extracted
the key object properties and analyzed the distribution of the
gestures based on a taxonomy.

Consistency of Mappings

We applied two metrics to evaluate the consistency of the
object-gesture mappings across participants. The first metric
was the number of different gestures mapped to each object.
Under the criteria of gesture classification, we found that a
large portion (18/49) of the objects were mapped to one unique
gesture that all the participants agreed on. Besides, all of the
objects were mapped to no more than five gestures.

The second metric we applied was the agreement score pro-
posed by Wobbrock [48], for characterizing the level of con-
sensus between participants’ proposals. The agreement score
for a given referent r (a target object) for which feedback ges-
tures were elicited from multiple participants was calculated
by the following formula:

A(r) = ∑
Pi⊂P

(
|Pi|

|P|
)2 (1)

Where P is the set of all proposals for referent r, Pi is the subset
of identical proposals from P. Here is an example to better
understand the metric: Two groups of 10 participants proposed
two different gestures for object A, and the agreement score
was calculated to be 0.50; meanwhile, two groups of 1 and 19
proposing two gestures for object B resulted in 0.905. Both
object A and B were mapped to two different gestures, but the
consistency of the mappings was very different. In our study,
the average agreement score of 49 objects was calculated to be
0.68 (SD=0.27), which was much higher than previous gesture
elicitation studies [48, 8, 29, 40, 45]. 36 of 49 objects achieved
a score of equal or more than 0.50, which could be regarded
as indicators of robust proposals [45]. If we removed the 39
object-gesture pairs that were voted to be unmatched in Data
Processing, the measured consistency would be higher (score
= 0.70). Both metrics indicated that participants could reach
high agreement on the mapping of objects and the grasping
gestures.

Key Object Properties

Participants reported key properties that helped them recall the
grasping gesture for each object. We listed eight different prop-
erties: shape, size, texture, temperature, position, orientation,
motion and usage. The result showed that on average, 41.3/49
and 40.8/49 objects were mapped to gestures according to
their shapes and usages, and 29.8/49 objects were suggested
by their sizes. Other properties had an influence on less than
ten objects on average. The results revealed that the intended
usage of the object played an important role in the mappings
of objects and gestures. Even two objects with similar shapes
and sizes, e.g. a snooker cue and a javelin, were mapped to
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very different gestures (double-hand horizontally holding ges-
ture vs single-hand throwing gesture) because of the different
usages. However, for some objects, the shape and size were
exactly designed to serve its potential use, but we did not
analyze this interaction effect in this study.

Gesture Taxonomy and Distribution

We present a taxonomy of the elicited gestures, mostly based
on their physical formation. Previous studies also classified
gestures by their "Nature" dimension, which defines the map-
ping of gestures to the commands [48]. While all of our
gestures fell in the "Physical" level, as the gestures were used
to perform on physical objects. Our taxonomy consisted of
four dimensions, which were "Single/Double Hands", "Hand
Position", "Palm Orientation" and "Hand Shape". "Hand Posi-
tion" referred to the hand position relative to the main body,
e.g. in front of the body; "Hand Shape" was categorized into
seven classes, based on an existing taxonomy for hand pos-
tures described by Mackenzie and Iberall [46]. However, we
found some gestures, e.g. a planed-hand pressing gesture for
"Stapler", could not be mapped to their six basic categories,
so we placed them at the level of "Others". More details of
each dimension of the taxonomy are listed in Table 2.

Figure 5 visualizes the breakdown of our gestures. As shown,
single-handed gestures were the majority (61.4%). Both in
single and double hands gestures, the most frequent hand
shape was "Cylindrical" (45.4%, 44.3%), followed by "Pal-
mar" (24.4%, 16.6%). The most frequent hand orientation was
the orientation facing the body. The number of different levels
in our taxonomy was 141, which was close to the number of
elicited object-gesture pairs. From this distribution, we could
also dig out some gestures formed by the features in infrequent
levels in the dimensions, e.g. a Tip shaped hand in the Side
area with an Upward orientation. These gestures had a small
possibility to conflict with the gestures of grasping objects.
So designers could apply them to issue commands when they
concern about avoiding the false positives.

Discussion

The experimental results supported our hypothesis that by
simply providing the metaphor of "grasping the objects", par-
ticipants could reach high agreement on the mappings between
objects and the grasping gestures. Compared to previous elici-
tation studies, we applied a half open-ended design as we told
the users this metaphor. The results showed that this design
led to a much higher agreement score of the mappings, and
also maintained the intuitiveness of the mappings.

In previous elicitation studies, the final gesture set only con-
tained one gesture with highest votes for each command. How-
ever, as our taxonomy suggested, there was potential to classify
141 different gestures correctly. After we removed 39 gesture-
object pairs that were voted to be unmatched, our final gesture
set contained 101 pairs. We saw an opportunity to support
multiple gestures for each object, which may meet users’ first
intuition with higher possibility and alleviate their learning
cost. So in Study 2, we decided to develop an algorithm to
classify all 101 object-gesture pairs.

Hand
Single The gesture was performed with one hand

Double The gesture was performed by both hands

Orientation

Forward/
Back/ Up/

Down/
Inner

Single-hand gesture that the hand faces
to the each direction

Faced Both hands face to each other

Same Both hands face to the same direction

Position
High The hand(s) was/were higher over shoulders

Side The hand(s) was/were at the side of the body

Front The hand(s) was/were at the front of the body

Posture

Cylindrical
Open fist grip used for grasping tools

or a closed fist for thin objects

Spherical
Spread fingers and arched palm to

grasp spherical objects

Tip
Fingers grasp sharp and small

objects, such as a needle or pen

Hook Used for heavy loads

Palmar Used for flat and thick objects

Lateral
The thumb is primarily used in order
to grasp thin and flat objects such as a

piece of paper

Table 2: The detailed dimensions of the taxonomy, which was
also the criteria for classifying the gestures.

For the 39 object-gesture pairs that we removed in the final
gesture set, we confirmed with the composers that they had
little experience of using these objects. The lack of experience
resulted in arbitrary mappings based on their imagination.
This phenomenon revealed that the mappings would also be
affected by the background and experience of the users. In
the future, we can invite more users with a higher variety of
professions and backgrounds to test this effect.

Figure 5: Distribution of the gestures that users designed in
this study in four dimensions of the taxonomy.

STUDY2: ACCURACY OF GESTURE RECOGNITION

In this study, we aimed to develop an algorithm that can rec-
ognize the grasping gestures and predict the corresponding
objects, which mappings were obtained in Study 1. We first
collected gesture data from users, and then trained a linear
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SVM model and implemented the classification algorithm
based on it. At last, we evaluated the classification perfor-
mance through offline validations.

Participants

We recruited twelve participants, with an average age of 24.3
(SD = 1.5) in this study. All the participants were recruited
from a local campus. Four of them had experience of mid-air
gesture interaction. All of the participants were familiar with
touchscreen gestures and were right-handed. Seven of the
participants participated in Study 1.

Figure 6: The sensors that participants put on to record the
hand gesture data, on finger joints, hand backs, arms and the
head. They put on the sensors before the experiment with the
help an experimenter.

Apparatus

We used a MEMS (Micro-Electro-Mechanical System) track-
ing device, Perception Neuron to record the hand gesture data
of participants. It was an inertial sensor-based tracking device,
with a resolution of 0.02 degree. Participants need to put on
the sensors at the appointed positions before the experiment.
We developed a program to show participants the gestures they
should perform, using Unity 5 engine. The program showed
the pictures of users performing the gestures in Study1.

Procedure

Participants first put on the sensors of Perception Neuron, as
shown in Figure 6. Then they started two rounds of 101 trials
of tasks, in which they were required to perform the gesture
that were informed by an picture from the front view. In each
trial, participants first observed the picture to understand how
to perform the gesture, shown on the front screen. Then they
were given time to practice. They were told to pay attention
to single/double hands, hand position, palm orientation and
hand shape of the gesture. Then they performed the gesture
and dwell for 1 second, and meanwhile, the program recorded
the gesture data. The order of the tasks in each round was
randomized and the participants had a break between two
rounds. The whole process took around one hour on average.

Data Processing

We recorded positions of 14 joints of five fingers relative to
the position of the palm, the position and orientation of each
hand palm for each gesture, for 40 frames. Data of each frame
for each gesture formed a vector of 96 values (2 hands × 16

vectors × 3values). For the single-handed gestures, partici-
pants put the other hand down in the rest region, and we set
the corresponding values to be zeros. We obtained 12 partici-
pants × 101 gestures × 2 rounds × 40 frames = 96960 frames
of data in total. We then implemented a supervised machine
learning classifier (SVM). We trained the classifier with the
collected data, where the feature vectors of the gestures were
the input and the corresponding objects were the output.

To evaluate the classification performance, we calculated Top-
1, Top-3, Top-5 accuracy as the metrics. A metric of Top-x
accuracy was calculated as the frequencies that x most possi-
ble objects, predicted by the classifier, contained the correct
objects for the input gestures. Top-1 accuracy was an intuitive
metric which represented the possibility that our algorithm
could return the exact object that users perform gestures to
retrieve. We also applied Top-3 and Top-5 accuracy because
they would also be valuable if allowing users to perform an
extra selection among these three or five object candidates.

Figure 7: Average classification accuracy for 101 object-
gesture pairs in Leave-Two-Out cross-validation, measured by
Top-1, Top-3 and Top-5 accuracy in different colors.

Results

We evaluated the classification accuracy through a series of
offline tests. We cross-validated the performance for held-out
participants, within different scenario groups and with the
training sets of different sizes.

Leave-Two-Out Validation

Leave two subjects out cross-validation was performed, where
we held out the data of every two participants to be the test
set and use the rest data to be the training set. 66 tests (C2

12)
were performed and we calculated the Top-1, Top-3, Top-5
accuracy. Figure 7 visualizes the average accuracy of 101
object-gesture pairs, in the descending order of Top-1 accu-
racy. The average accuracy of all 101 pairs was calculated
to be 70.96% (SD=9.25%) for Top-1, 89.65% (SD=6.39%)
for Top-3 and 95.05% (SD=4.56%) for Top-5. Eight pairs
had 100% Top-1 accuracy and the lowest Top-1 accuracy was
31.5%, which was the grasping gesture for "pen". As the
performance had a big difference among object-gesture pairs,
we extracted 20 most frequently mismatched pairs to probe
the reasons for the confusions. We found that the grasping
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gestures for very small objects (flash drive, pen, eraser) were
easily confused, which may be because that users grasp them
roughly in a very similar way. In these cases, the size of the
objects dominated the grasping gesture and the gestures hardly
reflected the object shapes or intended usages. We also found
that the usage of the objects played a strong part in the object-
gesture pairs with high classification accuracy (100%). These
gestures seemed unique to the objects, such as stapler - the
pressing gesture, basketball- the shooting gesture, glasses - the
gesture of putting on them. Therefore these gestures were also
easier to be distinguished from others.

Figure 8: Average classification accuracy within six scenario
groups, measured by Top-1, Top-3, and Top-5 accuracy.

Effect of Scenarios and Training Set

We tested the performance of classifying the object-gesture
pairs in the scenarios that they might appear. By leveraging the
context information of the scenario, some of the gesture con-
fusions could possibly be avoided. For example, a pen is more
possible to appear in an office than a toothbrush, although their
grasping gestures look similar. We grouped gesture data by
the scenarios that the corresponding objects belonged to. We
performed Leave-Two-Out validation again within each group,
and the result was shown in Figure 8. Top-1 accuracy for all
six scenarios was higher than 80% and Top-3, Top-5 accuracy
were all over 95%. Compared to the classification of all 101
object-gesture pairs, the performance was improved after con-
sidering the effect of scenarios. Comparing the performance
of six scenarios, we found the object-gesture pairs in "Sports"
had the best performance.

We also tested the performance change of classification when
the size of the training set was different. We initiated the
training set with the data of P1 and enlarged it by the data of
another participant each time, and we fixed the testing set to
be the data of P12. We performed a Pearson’s test to measure
this correlation. The result showed that there was a very strong
linear correlation between the accuracy and training set size
(r=0.975, 0.920, 0.946; p<0.0001). We also split the gesture
data of participants by two rounds and then we tested the
consistency between two rounds. We set the training set to be
the data of first round and the test set to be the second round.
The accuracy were calculated to be 82.92% (SD=6.85%) for
Top-1, 98.27% (SD=1.53%) and 100% (SD=0). Compared

with Leave-Two-Out validation, the result showed that a larger
training set or recording the gesture data of new users could
improve the classification performance.

STUDY3: RETRIEVE OBJECTS WITH VIRTUAL GRASP

In this study, we evaluated the performance of retrieving ob-
jects using VirtualGrasp in a VR application. There were
two hypotheses to test in this study: 1. After knowing the
"grasping" metaphor, Users could discover the object-gesture
by themselves; 2. Users could easily remember and recall
the object-gesture mappings. Besides, we also collected the
think-aloud comments participants made and their subjective
feedback.

Participants

We recruited twelve new participants who did not participate
in Study 1 or Study 2. Therefore, they did not know any of
the object-gesture mappings before this experiment. These
participants (8M/4F) were aged from 21 to 25 (AVG=23.1).
All the participants were familiar with touchscreen gesture
interaction on smart phones. Three of them had experience of
mid-air gesture interaction. All participants used their right
hand as the dominant hand.

Apparatus

We implemented the experiment platform, which is shown in
Figure 9. The name of the target object was shown on the
top; the object candidate list predicted by the algorithm was
visualized in the center after the gesture is recognized; the
hands and arms of participants were visualized in the bottom
to help them adjust their gestures. Participants wore the same
tracking sensors, Perception Neuron to input gestures. The
experiment was conducted in a quiet office.

Figure 9: The user interface of the experiment, showing the
task (bow), object candidates (bow, rifle, and sword) and cur-
rent gesture (the visualization of arms and hand).

Algorithm

We used the same data format of Study2 to record participants’
input gestures, which was a feature vector of 96 values (2
hands × 16 positions × 3 values). We implemented the gesture
classifier based on a linear SVM, trained with all gesture
data of Study2. The classifier received the feature vector of
the gesture as the input gesture and calculated the possibility
that it was mapped to each object, and finally returned a list
of 49 possibilities. For different grasping gestures of one
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object, we calculated the highest possibility among them to
be the possibility of the object. We showed participants the
three objects with the highest possibilities as the candidates to
choose from.

Design and Procedure

This experiment consisted of three sessions of 49 trials of
object retrieval. In each trial, the task of participants was to
perform a gesture according to the target object. They were
instructed to perform the gesture that they used to grasp the
object in reality. A dwell time of 0.5 seconds was regarded as
a commitment of the gesture. When not performing gestures,
participants were instructed to put both hands down in the rest
region. After the gestures were recognized, three most possi-
ble objects were returned. Participants performed directional
swipes to choose among them. When the target object was not
included in the list, participants directly skip to the next trial.

We arranged three sessions along time: the discovery, learning,
and recall session. Participants completed the discovery and
learning session during the first time they came, whereas they
came back and completed the recall session a week later. In the
discovery session, participants performed their own grasping
gestures according to the target objects. Without learning of
the object-gesture mappings in the systems, they were encour-
aged to perform the gestures of their first intuition under the
metaphor of "grasping objects" and not to guess the standard
gestures in the system. In the learning session, participants
learned the standard gestures in the systems, before using them
to retrieve the objects. We showed the pictures of the hand
gestures and participants were free to practice them before
they finally chose one to perform. In the recall session, partici-
pants were instructed to recall one of the gestures they learned
in the learning session and perform it to retrieve the target
object. If they forgot all the gestures for certain object, they
still performed their own gestures. In the duration of one week,
we ensured that they were not exposed to the standard gestures.
The order of target objects was randomized in each session.
On average, the discovery and recall session took fifteen min-
utes and the learning session took half an hour to complete.
After three sessions, participants filled in a questionnaire about
their subjective feedback and comments.

Results

Classification Accuracy

We measured user performance with the metrics of Top-1,
Top-3, Top-5 accuracy, and Figure 10 shows the average per-
formance for three sessions. In the discovery session, partici-
pants could discover the exact gestures for target objects with
a proportion of around 40%. Within a list of five possible
objects, the accuracy increased to 75.51%. This result proved
the self-revealing feature of VirtualGrasp. With VirtualGrasp,
users without any training could retrieve 37/49 virtual objects
successfully, which was hardly achieved by previous systems.
After learning, the performance increased to 59.35% (Top-1),
89.46% (Top-3) and 94.5% (Top-5). Compared to the results
in Study2, the Top-3 and Top-5 accuracy were comparable but
the Top-1 accuracy was lower. This was possibly because all
101 object-gesture pairs were not balanced in the choices of
the users. For each object, they might have chosen the gesture

that they felt most intuitive but there might be another gesture
that was easier to recognize and led to higher accuracy. In
the recall session, the performance had a modest reduction
from the learning session, which was 55.78% (Top-1), 86.39%
(Top-3) and 93.20% (Top-5). However, it was still a great
promotion from the discovery session. The results in all three
sessions showed that the mappings of VirualGrasp were easy
to discover, memorize and recall.

Figure 10: The average classification accuracy of 49 objects in
the discovery, learning and recall sessions, measured by Top-1,
Top-3 and Top-5 accuracy.

Subjective feedback

We report the comments that participants made during the ex-
periment, which could reflect their experience while retrieving
objects with VirtualGrasp.

In the discovery session, some participants first got confused
when they were asked to perform the grasping gestures, but
surprised when the desired object was shown in the candidate
list. "Two different gestures came to me for grasping the cam-
era and it was intelligent that the system correctly recognized
the one I performed." [P4]

In the learning session, for most participants, they could agree
with the supported object-gesture mappings, especially for
the object that they both hardly use in reality and also failed
to retrieve in the discovery session. "I never used a grenade
before, but I agreed with Gesture 3 of grasping it over the
shoulder to throw it." [P6]

In the learning and recall session, after learning the whole set
of object-gesture mappings, some participants found tricks
to improve the accuracy. They chose the gesture uniquely
mapped to the target to avoid confusion. "For ’Stapler’, we
could perform the gesture of pressing it instead of holding it,
because few other objects require pressing." [P8]

From the questionnaires that participants filled in after the
experiment, we count their ratings for the experience of using
VirtualGrasp. The ratings were in five-point Likert scale. The
participants showed very positive attitudes to retrieving objects
with VirtualGrasp. They could easily discover the object-
gesture mappings (AVG = 4.2, SD = 0.78), felt little fatigue
through the interaction process (AVG = 4.4, SD = 0.70), felt
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easy to recall the mappings (AVG = 4.5, SD = 0.53) and liked
to use VirtualGrasp to retrieve objects in VR applications
(AVG = 4.4, SD = 0.52).

DISCUSSION

Through three studies, we completed the end-to-end explo-
ration of the grasping gesture design, from object list genera-
tion, gesture elicitation study, gesture classifier development
to the usability study. Based on the results, we discuss the
mapping strategies of how users mapped gestures to objects,
the potential sweet spot applications, and the performance of
VirtualGrasp with different sensing techniques.

Mapping Strategy

The core design of VirtualGrasp is the mapping metaphor of
objects and gestures. The metaphor was to retrieve objects
with the gestures to grasp their physical counterparts in reality.
Under this metaphor, we probed what factors help users map
a grasping gesture to the object. Through Study 1, we found
that the usage, shape, and size played the most significant
role. However, in Study 2, we found that sometimes one
of these factors may dominate the mapping. For example,
users mapped very similar gestures to the very small objects
regardless of their shapes or usages. Besides, we found that
the background and experience of the composer also influence
the mapping strategy. Users who grasped the object every day
would design different gestures from those who never used it.

Suitable Applications

We think VR games and teaching applications would benefit
from VirtualGrasp. In some battle games, players frequently
switch weapons or other game props. Using VirtualGrasp to
retrieve them could enable players to focus on the ongoing
task, enemies, and surroundings, without switching to the
menu interface. In Study 3, users also reported that they would
feel cool to retrieve weapons with VirtualGrasp. In a cooking
teaching application, users could retrieve a bowl, spoon, knife,
cup easily and pay main attention to the flow of the operations
instead of searching for the tools. These tasks require users to
intensively focus on the ongoing task, and VirtualGrasp could
help them retrieve tools with few distractions.

Sensing Techniques

In our implementation, we use inertial sensors to track users’
hands. However, there are other sensing options including data
gloves [46], EMG sensors [32], depth cameras [3, 28], and
vision-based techniques [4, 5]. We tested several vision-based
techniques in our pilot study, and found both marker-based
(Optitrack) and marker-less (LeapMotion) encountered the
finger occlusion problem. To apply VirtualGrasp to these
sensing techniques, the classification algorithm need to be de-
signed [41] to solve the occlusion problem. For other sensors
(EMG), the performance of using VirtualGrasp will rely on
their tracking accuracy and we will test them in the future.

LIMITATION AND FUTURE WORK

In this paper, we focus on the design, implementation, and
evaluation of VirtualGrasp, leaving several limitations and
future work to be completed.

System Implementation

In our three studies, the participants were all right-handed. So
our gesture recognition algorithm did not address the hand-
edness issue, and left-handed users may be not able to use
VirtualGrasp directly. However, in the future, we can adjust
our algorithm to first recognize which hand of users is perform-
ing the gestures, and then apply different models to recognize
right-handed, left-handed or both-handed gestures. In our im-
plementation, to retrieve an object requires a dwell time of
0.5 seconds to trigger and then the classification results were
returned in real time. In the future, we will optimize this speed
and evaluate the efficiency of VirtualGrasp by comparing it to
the current menus [39] and pointing techniques [37].

Object Set

In Study 1, the object list we generated aimed to represent
graspable objects with different sizes, shapes. However, in
Study 2, we noticed that some of the confusions of the grasping
gestures were caused by the similar appearances of the objects,
e.g. a phone and an interphone, a pen and a toothbrush; others
were caused by the similar grasping gestures of too small
objects, a flash drive and an eraser. In the future, we will
test a larger set of objects with more objects that have similar
shapes and sizes. Suggested by the results of Study 2, the
classification accuracy might drop then, but there are potential
solutions to alleviate this problem: 1) even two objects are of
similar shape (e.g. a cue and a javelin), their usages might be
different, which lead to different grasping gestures; 2) even the
static grasping gestures of two objects look similar, e.g. broom
and spear, the dynamic gestures are possibly still different, e.g.
swiping the broom v.s.poking the spear. However, we think
that it is not the best case to use VirtualGrasp to retrieve tools
all with very similar appearances.

CONCLUSION

We propose VirtualGrasp, an object retrieval approach for VR
applications. With VirtualGrasp, a user retrieves a virtual ob-
ject by performing an in-air gesture which he/she uses to grasp
or interact with its physical counterpart. Through three stud-
ies, we evaluated the consistency of object-gesture mappings
across users, the expressivity of the grasping gestures and the
performance of retrieving objects using this approach. Results
have confirmed that users could reach high agreement on the
mappings, that the object-gesture pairs could be accurately
recognized by algorithms, and that users could discover the
gestures by themselves and also enjoyed the experience. We
also discuss the design implications, potential applications and
limitations of this approach.
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