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ABSTRACT
Group fairness for Graph Neural Networks (GNNs), which empha-

sizes algorithmic decisions neither favoring nor harming certain

groups defined by sensitive attributes (e.g., race and gender), has

gained considerable attention. In particular, the objective of group

fairness is to ensure that the decisions made by GNNs are inde-

pendent of the sensitive attribute. To achieve this objective, most

existing approaches involve eliminating sensitive attribute infor-

mation in node representations or algorithmic decisions. However,

such ways may also eliminate task-related information due to its

inherent correlation with the sensitive attribute, leading to a sac-

rifice in utility. In this work, we focus on improving the fairness

of GNNs while preserving task-related information and propose

a fair GNN framework named FairSAD. Instead of eliminating

sensitive attribute information, FairSAD enhances the fairness

of GNNs via Sensitive Attribute Disentanglement (SAD), which

separates the sensitive attribute-related information into an inde-

pendent component to mitigate its impact. Additionally, FairSAD

utilizes a channel masking mechanism to adaptively identify the

sensitive attribute-related component and subsequently decorre-

lates it. Overall, FairSAD minimizes the impact of the sensitive

attribute on GNN outcomes rather than eliminating sensitive at-

tributes, thereby preserving task-related information associated

with the sensitive attribute. Furthermore, experiments conducted

on several real-world datasets demonstrate that FairSAD outper-

forms other state-of-the-art methods by a significant margin in

terms of both fairness and utility performance. Our source code is

available at https://github.com/ZzoomD/FairSAD.
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1 INTRODUCTION
Graph Neural Networks (GNNs) have emerged as a powerful tool

for learning node representation from graph-structured data, which

are employed in various applications such as recommender sys-

tems [13], and protein-protein interaction prediction [32]. Despite

the significant success, GNNs may suffer from fairness issues due

to biases inherited from training data and further amplified by their

message-passing mechanism [1, 8, 9]. In the context of fairness

in GNNs, a well-studied and popular research problem is group

fairness which highlights algorithmic decisions that do not dis-

criminate against or favor certain groups defined by the sensitive

attribute, such as race and gender. In other words, group fairness

aims to ensure that the outputs of GNNs are independent of the

sensitive attribute.

In recent years, studies have been carried out to improve the

group fairness of GNNs by mitigating biases from training data [9,

27, 37] or training GNNs with fairness-aware frameworks [5, 8, 46].

The core idea behind most of these approaches is removing the

sensitive attribute-related information, thereby enforcing GNNs

to make decisions independent of the sensitive attribute. However,

such approaches inevitably remove some task-related information

due to its correlation with the sensitive attribute, as shown in

Figure 1(a). As a result, this leads to performance degradation of

GNNs in downstream tasks. Although prior works also emphasize

the trade-off between fairness and utility, it remains challenging to

compensate for the performance degradation caused by removing

task-related information.

To improve fairness while preserving task-related information,

it is crucial to reasonably handle task-related information that

is also associated with the sensitive attribute. Inspired by disen-

tangled representation learning (DRL) [31, 33], disentanglement

may be an established solution and provides valuable insights into
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Figure 1: Comparison of FairSAD with existing works. Exist-
ing works inevitably eliminate the task-related information
due to its correlations with the sensitive attribute.

fairness. DRL, whose goal is to recover a few explanatory factors

of variation which generate the real-world data we observe, has

been proven to be beneficial for learning fair representation in Eu-

clidean data [7, 30]. Despite its success, the effectiveness on graph-

structured data remains under-explored. There may be two poten-

tial advantages for DRL in graph fairness: First, DRL reduces corre-

lations between the sensitive attribute and other sensitive attribute-

irrelevant representation dimensions due to its goal of learning

independent representations for different latent factors [30]. Sec-

ondly, DRL simplifies downstream prediction tasks and leads to

better utility performance [41].

In light of DRL, we propose FairSAD, a simple yet effective graph

representation learning framework for improving fairness while

preserving task-related information. FairSAD has two key modules,

i.e., (1) sensitive attribute disentanglement (SAD) and (2) sensitive

attribute masking. SAD aims to learn disentangled node represen-

tations that the sensitive attribute is disentangled into independent

components. Sensitive attribute masking involves weakening the

sensitive attribute in task-related information via channel masking.

As shown in Figure 1(b), the core idea behind FairSAD is the use of

SAD, which mitigates the impact of the sensitive attribute-related

information on other representation channels while preserving

task-related information that is relevant to the sensitive attribute.

In this way, FairSAD benefits from the independent representation

characteristics of DRL with a higher fairness level. Simultaneously,

it leverages the characteristic of capturing latent factors, leading to

better utility performance. Our contributions are as follows:

• Weexplore a phenomenonwherein removing sensitive attribute-

related information to improve fairness inadvertently leads

to the removal of task-related information.

• We propose FairSAD, a graph representation learning frame-

work for improving fairness while preserving utility. To our

best knowledge, this is the first work to improve fairness in

graph-structured data via disentanglement.

• We conduct extensive experiments on five real-world datasets,

demonstrating the superior performance of FairSAD over

other state-of-the-art fairness methods.

2 RELATEDWORK
In this section, we give a brief overview of related work on disen-

tangled representation learning and fairness in graph.

2.1 Disentangled Representation Learning
Disentangled representation learning, which learns representations

that disentangle latent factors behind data, has emerged as a ma-

jor area of research on representation learning [4, 31]. The preva-

lent technique of DRL on Euclidean data is derived from varia-

tional autoencoders (VAEs) [21], e.g., 𝛽-VAE [16], FactorVAE [20],

𝛽-TCVAE [6], WAEs [36]. Meanwhile, previous studies have shown

that disentangled representations are highly promising for enhanc-

ing the generalization ability [43], robustness [2], and interpretabil-

ity [28] of models.

Motivated byDRL on Euclidean data, research on graph-structured

data also involves learning disentangled representations with GNNs.

DisenGCN [33] is the first work to investigate the topic of disen-

tangled representations learning on graph. DisenGCN proposes

a neighborhood routing mechanism to identify the latent factor

causing the connection from a given node to one of its neigh-

bors. To further improve DRL on graph, IPGDN [29], DGCF [44]

build upon DisenGCN and further encourage independent repre-

sentations between different latent factors through a regularizer.

DisenKGAT [47] leverages a relation-aware aggregation mecha-

nism and mutual information minimization to disentangle factors

from micro- and macro-disentanglement views. Additionally, there

are several alternative approaches available in disentangled graph

representation learning, such as FactorGCN [48], DiCGRL [23],

LGD-GCN [14]. The superior performance of DRL on graph has

paved the way for the utilization of disentangled representation in

diverse fields, including citation generation [45], molecule gener-

ation [10], recommendation [24]. Despite the great progress, the

effectiveness of disentangled graph representation on fairness re-

mains under-explored even if some studies on Euclidean data have

shown that disentanglement may be a useful property to encourage

fairness [30]. Thus, our work aims to explore learning fair graph

representation via disentanglement.

2.2 Fairness in Graph
Fairness notions in graph can be divided into three categories, i.e.,

group fairness [11], individual fairness [19], and other fairness [34].

Group fairness, which emphasizes algorithmic decisions neither

favor nor harm certain groups defined by the sensitive attribute, is

investigated in this work. As an emerging area of research, prior

studies have explored various approaches to improve group fair-

ness. Adversarial learning-based approaches, such as FairGNN [8],

FairVGNN [46], Graphair [27], aim to learn node representation or

modify original data that fool discriminator to identify the sensitive

attribute.

Another line of research balances node representation differ-

ences between multiple demographic groups divided by the sensi-

tive attribute through some effective technologies, including mini-

mizing distribution distance [9, 12, 53], reducing connection within

the same demographic group [37], sampling neighbors with bal-

ance awareness [26], re-weighting edges to balance message [25].

Additionally, other approaches, e.g., Fairwalk [35], NIFTY [1], are

empirically proven as effective approaches in improving group

fairness. Despite these achievements, the core idea behind most

fairness approaches is removing sensitive attribute-related informa-

tion. Owing to such a design, these approaches inevitably remove
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some task-related information due to its correlation with the sensi-

tive attribute, resulting in sacrificing utility. In contrast to previous

works, FairSAD is designed to improve group fairness while pre-

serving task-related information using disentanglement, an aspect

that has remained under-explored in previous advances.

3 PRELIMINARY
3.1 Notations
In this paper, we focus on learning fair node representations. Let

G = (V, E,X) denote an undirected attributed graph, comprised of

a set of |V| = 𝑛 nodesV and a set of |E | =𝑚 edges E. X ∈ R𝑛×𝑑
represents the node attribute matrix where 𝑑 is the node attribute

dimension. A ∈ {0, 1}𝑛×𝑛 is the adjacency matrix where A𝑢𝑣 = 1

indicates that there exists edge 𝑒𝑢𝑣 ∈ E between the node 𝑢 and

the node 𝑣 , and A𝑢𝑣 = 0 otherwise. s ∈ {0, 1}𝑛 represents the

binary sensitive attribute. For node 𝑢 and node 𝑣 , 𝑠𝑢 = 𝑠𝑣 indicates

that these two nodes belong to the same demographic group. Most

GNNs update the node representation vectorℎ through aggregating

messages of its neighbors, which can be summarized as two steps:

(1) message propagation and aggregation; (2) node representation

updating. Thus, the 𝑙-th layer of GNNs is formalized as follows:

h(𝑙 )𝑢 = UPD
(𝑙 ) ({h(𝑙−1)𝑢 ,AGG(𝑙 ) ({h(𝑙−1)𝑣 : 𝑣 ∈ N(𝑢 ) } ) } ), (1)

where AGG
(𝑙 ) (·) and UPD

(𝑙 ) (·) denote aggregation function and

update function in 𝑙-th layer, respectively. N(𝑢) denote the set of
nodes adjacent to node 𝑢.

Assume that each node representation consists of𝐾 independent

components corresponding to𝐾 latent factors, i.e.,𝐾 channels.h𝑢 =

[z1𝑢 , z2𝑢 , ..., z𝑘𝑢 ] is the disentangled representation vector of node 𝑢,

where z𝑘𝑢 ∈ R
𝑑ℎ
𝐾 (1 ≤ 𝑘 ≤ 𝐾) is the 𝑘-th independent component,

𝑑ℎ is the hidden dimension. Meanwhile, H = [Z1,Z2, ...,Z𝑘 ] is the
disentangled representations of a set of nodes, where Z𝑘 is the 𝑘-th

independent component of a set of nodes.

3.2 Problem Definition
Given G with the sensitive attribute s, our goal is to learn fair

node representation H̃ while preserving task-related information.

Take the node classification task as an example, the goal is to learn

node representation for predicting node labels ŷ. Here, ŷ should be

independent of s while maintaining high classification accuracy.

4 PRESENTWORK: FAIRSAD
In this section, we first give a detailed description of FairSAD, fol-

lowed by a theoretical analysis. Figure 2 presents an overview of

FairSAD. Here, nodes within the same elliptical block imply that

a shared latent factor leads to their connection with the central

node. FairSAD consists of two modules, i.e., sensitive attribute dis-

entanglement and sensitive attribute masking. In SAD, FairSAD

disentangles the sensitive attribute into independent components

to mitigate its impact on other components. In sensitive attribute

masking, FairSAD employs a channel masking to identify the sen-

sitive attribute-related component while decorrelating it. Overall,

FairSAD minimizes the impact of the sensitive attribute on final

results instead of removing it, avoiding the inadvertent removal of

task-relevant information associated with the sensitive attribute.

4.1 Sensitive Attribute Disentanglement
We investigate the performance of state-of-the-art graph fairness

methods and vanilla GCN, as shown in Figure 3. We observe that de-

spite significant progress in fairness (Δ𝐷𝑃 ), all methods inevitably

experience a degradation in utility performance. A potential expla-

nation for this phenomenon could be that the previous advances

aim to eliminate the sensitive attribute information, leading to the

unintentional removal of the task-related information.

To address this, we propose improving fairness through SAD

which involves separating sensitive attribute information into an

independent component. When a latent factor corresponds to the

sensitive attribute, the sensitive attribute-related information will

be disentangled into the independent component, thereby allevi-

ating its impact on other components. Enjoying such a design,

SAD also preserves task-related information related to the sensitive

attribute. SAD consists of two parts, i.e., neighbor assigner and

disentangled layers. The former identifies the latent factor causing

the connection between two nodes, while the latter performs multi-

channel graph convolution to obtain disentangled representations.

4.1.1 Neighbor Assigner. To separate the sensitive attribute into

an independent component, we need to identify latent factors lead-

ing to connection between nodes. DisenGCN [33] identifies latent

factors in an iterative way and further obtains disentangled node

representations. However, such a way has a high time complex-

ity and iterative aggregation hinders the mining of latent factors.

Instead of the iterative way, we propose a neighbor assigner to

identify the latent factor causing the connection and pave the way

for disentanglement.

Let𝑤𝑘𝑢𝑣 denote the edge weight from node 𝑣 to node𝑢 in channel

𝑘 , indicating the probability that latent factor 𝑘 causes the connec-

tion from node 𝑣 to node 𝑢. Here, channel 𝑘 corresponds to 𝑘-th

latent factor. Our neighbor assigner is a multi-layer perceptron

(MLP) and takes attributes of two connected nodes as input to pre-

dict the edge weight in different channels. Specifically, given the

original attributes x𝑢 ∈ R𝑑 of node 𝑢 and its neighbor 𝑣 ’s attributes

x𝑣 ∈ R𝑑 , our neighbor assigner 𝑓𝑎 (·) takes the concatenation of

x𝑢 and x𝑣 as input to measure the importance of edge 𝑒𝑢𝑣 for each

latent factor. Then, we obtain𝑤𝑘𝑢𝑣 through the softmax operation:

𝜶𝑢𝑣 = 𝑓𝑎 ( [x𝑢 , x𝑣]),𝑤𝑘𝑢𝑣 =
exp(𝛼𝑘𝑢𝑣)∑𝐾
𝑗=1 exp(𝛼

𝑗
𝑢𝑣)

, (2)

where 𝜶𝑢𝑣 = [𝛼1𝑢𝑣, 𝛼2𝑢𝑣, ..., 𝛼𝑘𝑢𝑣], (1 ≤ 𝑘 ≤ 𝐾) is the importance

score vector of 𝑒𝑢𝑣 corresponding to 𝐾 latent factors.

Based on edge weights in 𝐾 channels, disentangled layers are

capable of conducting multi-channel graph convolution to disen-

tangle the sensitive attribute. Additionally, all edges in graph share

parameters of the neighbor assigner, indicating the global and local

level view of our neighbor assigner.

4.1.2 Disentangled layers. Combining edge weights in 𝐾 channels,

we employ disentangled layers to perform graph convolution in

multi-channel. A disentangled layer consists of 𝐾 channels graph

convolution with the same network structure and each channel

corresponds to a distinct latent factor. For a disentangled layer, the

processing can be summarized as two steps: (1) Dimensions Reduc-
tion: reducing the dimension of the original attribute and projecting
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Figure 2: Overview of FairSAD. Disentangled layers in this example have three channels due to assuming three latent factors.
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Despite significant progress in fairness, these methods in-
evitably suffer from utility performance degradation.

attributes into different subspaces corresponding to latent factors.

(2)Multi-channel Graph Convolution: following themessage-passing

mechanism, aggregating and updating node representation based

on edge weights predicted by the neighbor assigner.

For dimensions reduction, we use a linear layer as our reduc-

tion operation RED(·). Given x𝑢 and the 𝑘-th reduction opera-

tion RED𝑘 (·), we project x𝑢 into the reduced node attribute r𝑘𝑢 =

RED𝑘 (x𝑢 ), r𝑘𝑢 ∈ R
𝑑ℎ
𝐾 . Here, we obtain 𝐾 reduced node attribute

through 𝐾 independent reduction operation RED(·). For multi-

channel graph convolution, we follow the widely used message-

passing mechanism in GNNs, as shown in Eq.(1). Taking z𝑘,(0)𝑢 = r𝑘𝑢 ,
z𝑘,(0)𝑣 = r𝑘𝑣 , and 𝑤𝑘𝑢𝑣 as input, the 𝑙-th layer of graph convolution

in the 𝑘-th channel is formalized as follows:

z𝑘,(𝑙 )𝑢 = UPD
(𝑙 )
𝑘
({z𝑘,(𝑙−1)𝑢 ,AGG

(𝑙 )
𝑘
({𝑤𝑘𝑢𝑣z

𝑘,(𝑙−1)
𝑣 : 𝑣 ∈ N(𝑢 ) } ) } ), (3)

where UPD
(𝑙 )
𝑘
(·) and AGG

(𝑙 )
𝑘
(·) are the 𝑘-th update and aggrega-

tion function in the 𝑙-th layer, respectively. Note that our disentan-

gled layer appears similar to GAT [42], but its purpose and actual

functionality are entirely different. We utilize a 𝑠𝑢𝑚 operator as

our aggregation function, i.e., computing the elementwise sum-

marization of the vectors in {𝑤𝑘𝑢𝑣z
𝑘,(𝑙−1)
𝑣 : 𝑣 ∈ N (𝑢)}. To ensure

numerical stability, we use 𝑙2-norm to handle the aggregated and

updated results, i.e., z𝑘,(𝑙 )𝑢 = z𝑘,(𝑙 )𝑢 /



z𝑘,(𝑙 )𝑢





2

, thereby generating

the final representation z𝑘,(𝑙 )𝑢 ∈ R
𝑑ℎ
𝐾 .

For notation simplicity, we omit the superscript “(𝑙)” of the dis-
entangled node representation below, i.e., z𝑘,(𝑙 )𝑢 denote as z𝑘𝑢 . Con-
catenating all z𝑘𝑢 , we obtain the disentangled node representation of
node 𝑢 in the 𝑙-th layer, denoted by h𝑢 = [z1𝑢 , z2𝑢 , ..., z𝑘𝑢 ]. For the dis-
entangled representation of all nodes, Z𝑘 denote the disentangled

representations of all nodes in 𝑘-th channel andH = [Z1,Z2, ...,Z𝑘 ]
is the concatenation of node disentangled representations for all

channels. Assume that each latent factor channel consists of three

columns, H can be transformed into a general representation with

𝑑ℎ hidden dimensions, as follows:

H = [c1, c2, c3︸   ︷︷   ︸
Z1

, ..., c𝑑ℎ−2, c𝑑ℎ−1, c𝑑ℎ︸               ︷︷               ︸
Z𝑘

] (4)

where c𝑖 ∈ R𝑛,∀𝑖 ∈ {1, 2, ..., 𝑑ℎ} is the disentangled representation

of column feature form. However, the above process only considers

disentanglement at the sample level, neglecting the independence

among latent factors. To tackle this issue, we incorporate distance

correlation [39] and a channel discriminator [51] into the optimiza-

tion objectives of FairSAD.

4.2 Sensitive Attribute Masking
Assuming perfect sensitive attribute disentanglement, where sen-

sitive attributes are completely disentangled into an independent

component, we can focus solely on processing the independent

component corresponding to the sensitive attribute to further im-

prove fairness. In this regard, the problem is transformed into

the sensitive attribute-related component identification and the

sensitive attribute decorrelation for this component. Inspired by

FairVGNN [46], which masks original features to generate fair

views, we utilize a learnable channel mask 𝑓𝑚 to identify the inde-

pendent component associated with the sensitive attribute while re-

ducing the impact of the sensitive attribute. Unlike FairVGNN [46],

our masking process takes the disentangled node representation H
as input. Formally, the channel masking can be defined as follows:

H̃ = H ⊙m = [c1𝑚1, c2𝑚2, c3𝑚3, ..., c𝑑ℎ𝑚𝑑ℎ ]
= [c̃1, c̃2, c̃3︸   ︷︷   ︸

˜Z1

, ..., c̃𝑑ℎ−2 , c̃𝑑ℎ−1 , c̃𝑑ℎ︸              ︷︷              ︸
˜Z𝑘

],
(5)

where m = [𝑚1,𝑚2, ...,𝑚𝑑ℎ ],m ∈ R
𝑑ℎ

is the mask, H̃ is the final

node representation for downstream tasks.
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Anatural way to form themaskm is to sample following Bernoulli

distribution, i.e.,𝑚𝑖 ∼ Bernoulli(𝑝𝑖 ), ∀𝑖 ∈ {1, 2, ..., 𝑑ℎ}. Here, 𝑝𝑖 de-
notes a learnable probability to mask a column feature channel.

In this regard, we can learn a channel mask 𝑓𝑚 . Due to the dis-

creteness of masks, this process is non-differentiable. Thus, we ap-

proximate the Bernoulli distribution through the Gumbel-Softmax

trick [17, 46]. The covariance constraint has been employed in [8]

to minimize the absolute covariance between the noisy sensitive at-

tribute and label prediction to achieve fairness. In our issue, we aim

to learn a mask to adaptively identify the sensitive attribute-related

component and decorrelate it. Thus, we regard the absolute covari-

ance between the sensitive attribute s and each masked column

feature c̃𝑖 ,∀𝑖 ∈ {1, 2, ..., 𝑑ℎ} as loss function of 𝑓𝑚 :

L𝑚 =

𝑑ℎ∑︁
𝑖=1

|𝐶𝑜𝑣 (s, c̃𝑖 ) | =
𝑑ℎ∑︁
𝑖=1

|E[ (s − E(s) ) (c̃𝑖 − E(c̃𝑖 ) ) ] |, (6)

where 𝐶𝑜𝑣 (·) is the covariance, | · | is the absolute value, E(·) is
the expectation operation. Overall, the core idea behind 𝑓𝑚 is to

assign the minimal mask value to the sensitive attribute-related

component.

4.3 Optimization Objectives
The goal of FairSAD is to learn fair graph representation H̃ while

preserving task-related information. In this regard, the optimization

objectives of FairSAD can be divided into three parts: (1) Down-
stream Tasks: Objectives for downstream tasks ensure that the

learned representation is informative and task-related. (2) Disentan-
glement: Objectives for disentanglement ensure the independence

between latent factors. (3) Decorrelation: Objectives for decorrela-
tion weaken the impact of the sensitive attribute-related component

on final predictions. The loss function can be defined as follows:

4.3.1 Downstream Tasks. Take the node classification task as an

example, the optimization objective L𝑐 for the node classification
task is a binary cross-entropy function.

4.3.2 Disentanglement. SAD already captures informative com-

ponent representation corresponding to different factors, named

micro-disentanglement [52]. To fully disentangle the sensitive at-

tribute into an independent component, macro-disentanglement [52],

emphasizing independence between different components, need to

be considered in SAD. Thus, we employ distance correlation as a

regularizer and a channel discriminator 𝑓𝑑 as a supervisor to guide

the training of FairSAD.

Distance correlation [39], which is a measurement of dependence

between random vectors, can characterize both the linear and non-

linear relation. Thus, the loss function can be defined as follows:

L𝑑𝑐 =

𝐾∑︁
𝑘1=1

𝐾∑︁
𝑘2=𝑘1+1

𝑑𝐶𝑜𝑣2 ( ˜Z𝑘1 , ˜Z𝑘2 )√︃
𝑑𝐶𝑜𝑣2 ( ˜Z𝑘1 , ˜Z𝑘1 )𝑑𝐶𝑜𝑣2 ( ˜Z𝑘2 , ˜Z𝑘2 )

, (7)

where 𝑑𝐶𝑜𝑣2 (·) is the distance covariance and detailed calculation

is shown in Appendix A.

The channel discriminator 𝑓𝑑 , which is a linear layer in this

work, takes
˜Z𝑘 as input and predicts the channel 𝑦

′

𝑣,𝑘
of each node.

Naturally, we construct the label 𝑦
′

𝑣,𝑘
using the channel index of

˜Z𝑘 . Assume thatV𝑇 is a set of labeled nodes for training, we utilize

the cross-entropy function as the loss function, as follows:

L𝑑 = − 1

|V𝑇 |
∑︁
𝑣∈V𝑇

𝐾∑︁
𝑘=1

𝑦
′

𝑣,𝑘
log𝑦

′

𝑣,𝑘
. (8)

Note that we also utilize Eq.(8) to separately optimize 𝑓𝑑 . Based

on Eq.(7) and (8), FairSAD can learn the disentangled representa-

tion considering both micro- and macro-disentanglement, thereby

separating the sensitive attribute-related information into an inde-

pendent component.

4.3.3 Decorrelation. Decorrelation is achieved through the chan-

nel mask 𝑓𝑚 , which aims to assign the minimum masking value

to the sensitive attribute-related component. Our goal is to mini-

mize correlations between the masked column features c̃𝑖 and the

sensitive attribute s. Thus, the loss function is shown in Eq. (6).

Assume that we have the neighbor assigner 𝑓𝑎 , the disentan-

gled GNNs backbone 𝑓𝑔 with dimension reduction and 𝑙-layer dis-

entangled layer, the channel mask 𝑓𝑚 , and the classifier 𝑓𝑐 , the

optimization objectives of FairSAD can be summarized as follows:

min

𝜃
L = L𝑐 + 𝛼 (L𝑑𝑐 + L𝑑 ) + 𝛽L𝑚, (9)

where 𝜃 = {𝜃 𝑓𝑎 , 𝜃 𝑓𝑔 , 𝜃 𝑓𝑚 , 𝜃 𝑓𝑐 } is the parameter set of 𝑓𝑎 , 𝑓𝑔 , 𝑓𝑚 , and

𝑓𝑐 . 𝛼 and 𝛽 are hyperparameters that balance the contribution of dis-

entanglement and decorrelation. To easily understand FairSAD, we

present a training algorithm of FairSAD and a forward propagation

algorithm of the disentangled layer in Appendix B.

4.4 Theoretical Analysis
In this subsection, we present the theoretical analysis to prove why

the proposed method FairSAD learns fair graph representations

c̃𝑖 . Given an undirected attributed graph G = (V, E,X), we can
obtain the node disentangled representations H = [Z1,Z2, ...,Z𝑘 ]
through sensitive attribute disentanglement in Section 4.1. H ex-

hibits the sensitive attribute independence property, as shown in

the following lemma.

Lemma 4.1. Assuming full disentanglement, where each channel
representation H is independent of the others, it follows that at most
one channel representation Z𝑘 is related to the sensitive attribute s.

Proof. Applying the proof by contradiction, we assume the ex-

istence of multiple channel representations related to the sensitive

attribute. This implies correlations between channel representa-

tions related to sensitive attributes, which contradicts our initial

premise of full disentanglement. Consequently, we conclude that

at most one channel representation Z𝑘 is related to s. □

According to Lemma 4.1, the sensitive attribute-related informa-

tion is separated into an independent component, which eliminates

the impact of the sensitive attribute on other channel represen-

tations Z𝑘 . This constitutes the initial step in FairSAD towards

improving fairness. Given the disentangled representation H, we

obtain the final node representations H̃ through the sensitive at-

tribute masking. We optimize the learnable mask using L𝑚 . In this

context, we can prove that minimizing L𝑚 helps our mask learn

to identify the sensitive attribute-related component adaptively,

resulting in further improvements in fairness. The details of the

proof are as follows:
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Table 1: Statistic information of five real-world datasets.

Dataset German Bail Credit Pokec-z Pokec-n

#Nodes 1,000 18,876 30,000 67,796 66,569

#Edges 22,242 321,308 1,436,858 617,958 583,616

#Attr. 27 18 13 277 266

Sens. Gender Race Age Region Region

Proposition 4.2. Let c̃𝑠 denote the sensitive attribute-related
channel representation in H̃, minimizing L𝑚 is minimizing the cor-
relation between the sensitive attribute s and c̃𝑠 .

Proof. We assume that 𝑠-th channel representation is the sen-

sitive attribute-related component. Based on Lemma 4.1, we have

the channel representations Z𝑘 , 𝑘 ≠ 𝑠 independent of the sensi-

tive attribute s. Thus, we also have final representations c̃𝑖 ,∀𝑖 ∈
{1, 2, ..., 𝑑ℎ}, 𝑖 ≠ 𝑠 in H̃ independent of the sensitive attribute. Then,

Eq.(6) can be summarized as follows:

L𝑚 =

𝑑ℎ∑︁
𝑖=1

|𝐶𝑜𝑣 (s, c̃𝑖 ) | = |𝐶𝑜𝑣 (s, c̃𝑠 ) | = |E[ (s − E(s) ) (c̃𝑠 − E(c̃𝑠 ) ) ] |,

(10)

According to the above Equation, minimizing L𝑚 is minimizing

the correlation between the sensitive attribute s and c̃𝑠 . In this

regard, the optimized mask can identify the sensitive attribute-

related component adaptively. Meanwhile, a minimal mask value

will be assigned to the sensitive attribute-related component due

to minimizing the correlation between s and c̃𝑠 . □

5 EXPERIMENTS
In this section, we conduct experiments on five real-world datasets,

including German, Bail, Credit [1], Pokec-z, and Pokec-n [8, 40]. We

answer the following two research questions through experiments:

(1) How effectively will FairSAD improve fairness? (2) What degree

of utility performance can FairSAD maintain in the downstream

task?

5.1 Experimental Settings
In this subsection, we give a brief overview of experimental settings.

More details about this are shown in Appendix C.

5.1.1 Datasets. We conduct experiments on five commonly used

datasets, including German, Bail, Credit [1], Pokec-z, and Pokec-

n [8]. The statistics of datasets are shown in Table 1.

5.1.2 Evaluation Metrics. We use AUC and F1 scores to evaluate

the utility performance. To evaluate fairness, we use two commonly

used fairness metrics, i.e., Δ𝐷𝑃 = |𝑃 (𝑦 = 1|𝑠 = 0) − 𝑃 (𝑦 = 1|𝑠 =

1) | [11] and Δ𝐸𝑂 = |𝑃 (𝑦 = 1|𝑦 = 1, 𝑠 = 0) − 𝑃 (𝑦 = 1|𝑦 = 1, 𝑠 =

1) | [15]. 𝑦 and 𝑦 denote the node label prediction and ground truth,

respectively. For Δ𝐷𝑃 and Δ𝐸𝑂 , a smaller value indicates a fairer

model prediction.

5.1.3 Baselines. We compare the performance of FairSAD with

five baseline methods, i.e., EDITS [9], Graphair [27], NIFTY [1],

FairGNN [8], and FairVGNN [46].

5.1.4 Implementation Details. We conduct all experiments 5 times

and reported average results. For a fair comparison, we tune hy-

perparameters for all methods according to the performance on

the validation set. For FairSAD, we use a 1-layer disentangled layer

with hidden dimensions 𝑑ℎ = 16 and set 𝐾 = 4 for all datasets. We

set 𝛼 , 𝛽 as {0.1, 0.001, 0.5, 0.001, 0.05}, {1.0, 0.2, 0.1, 0.05, 0.001} for
German, Bail, Credit, Pokec-z, and Pokec-n datasets, respectively.

For all baselines, we follow the searching approach in [46] to select

the best configuration of hyperparameters. More details about this

are shown in Appendix C.3.

5.2 Comparison Study
We compare the performance of FairSAD with five baseline meth-

ods and vanilla GCN on the node classification task. Apart from

FairSAD, all baseline methods utilize a 1-layer GCN as the backbone.

This is because FairSAD is built upon our customized backbone,

known as disentangled layers. Table 2 summarizes the comparison

results of FairSAD with all baseline methods on the node classi-

fication task. We observe that FairSAD outperforms all baseline

methods across all evaluation metrics in most cases.

Notably, FairSAD demonstrates superior fairness performance

(i.e., Δ𝐷𝑃 and Δ𝐸𝑂 ), as evidenced by the significant margin over

all baseline methods across all datasets. This enhanced fairness

can be attributed to two primary reasons: (1) SAD disentangles the

sensitive attribute-related information into an independent compo-

nent, alleviating its impact on other components. (2) Our channel

masking mechanism reduces the influence of the sensitive attribute-

related component on the final predictions. Simultaneously, Fair-

SAD excels in utility performance, surpassing other methods in

most cases. This outcome suggests the preservation of task-related

information. Two potential explanations support these results: (1)

FairSAD enhances fairness by eliminating the influence of the sen-

sitive attribute on other components and weakening the impact of

the sensitive attribute-related component on final predictions. Such

a design facilitates the preservation of task-related information

related to sensitive attributes. (2) Enjoying the advantage of dis-

entanglement, FairSAD captures latent factors behind data, which

simplifies downstream prediction tasks and results in better utility

performance. To sum up, the experimental results demonstrate the

effectiveness of FairSAD in improving fairness while preserving

task-related information.

5.3 Ablation Study
We conduct ablation studies to gain insights into the effect of each

component of FairSAD on improving fairness. Specifically, we de-

note FairSAD without SAD and sensitive attribute masking as “Fair-

SAD w/o D” and “FairSAD w/o M”, respectively. Note that FairSAD

w/o D sets 𝐾 = 1 and removes 𝑓𝑎 , L𝑑𝑐 , and L𝑑 . Table 3 presents
ablation results on Credit, Pokec-z, and Pokec-n datasets. We ob-

serve that FairSAD performs better than two ablation variants on

both fairness and utility performance, indicating the effectiveness

of SAD and sensitive attribute masking. In Credit and Pokec-z

datasets, FairSAD w/o M performs worse than FairSAD w/o D on

both fairness and utility performance. Conversely, the opposite

holds on the Pokec-n dataset. This result demonstrates that as the

dataset undergoes changes, the contributions of SAD and sensitive
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Table 2: Comparison results of FairSAD with baseline fairness methods. In each row, the best result is indicated in bold, while
the runner-up result is marked with an underline. OOM represents out-of-memory on a GPU with 24GB memory.

Datasets Metrics GCN EDITS Graphair NIFTY FairGNN FairVGNN FairSAD

German

AUC (↑) 65.90 ± 0.83 69.89 ± 3.23 47.03 ± 4.34 67.77 ± 4.30 67.35 ± 2.13 72.38 ± 1.09 70.39 ± 2.04

F1 (↑) 77.32 ± 1.20 82.01 ± 0.91 82.27 ± 0.23 81.43 ± 0.54 82.01 ± 0.26 81.94 ± 0.26 82.30 ± 0.10
Δ𝐷𝑃 (↓) 36.29 ± 4.64 2.38 ± 1.36 0.56 ± 1.11 2.64 ± 2.25 3.49 ± 2.15 1.44 ± 2.04 0.25 ± 0.51
Δ𝐸𝑂 (↓) 31.35 ± 4.39 3.03 ± 1.77 0.17 ± 0.29 2.52 ± 2.88 3.40 ± 2.15 1.51 ± 2.11 0.02 ± 0.04

Bail

AUC (↑) 87.13 ± 0.31 87.92 ± 1.83 65.85 ± 20.61 79.62 ± 1.80 87.27 ± 0.76 87.05 ± 0.39 88.53 ± 0.62
F1 (↑) 78.98 ± 0.67 79.45 ± 1.48 55.00 ± 29.25 67.19 ± 2.63 77.67 ± 1.33 79.56 ± 0.29 78.22 ± 0.71

Δ𝐷𝑃 (↓) 9.18 ± 0.59 8.03 ± 0.97 4.33 ± 3.55 3.52 ± 0.72 6.72 ± 0.60 6.31 ± 0.77 2.97 ± 2.22
Δ𝐸𝑂 (↓) 4.43 ± 0.37 5.80 ± 0.73 2.85 ± 2.55 2.82 ± 0.82 4.49 ± 1.00 5.12 ± 1.40 2.30 ± 2.12

Credit

AUC (↑) 70.71 ± 7.72 69.85 ± 1.43 53.21 ± 5.83 72.16 ± 0.12 71.95 ± 1.43 71.34 ± 0.79 72.09 ± 1.03

F1 (↑) 84.24 ± 1.32 84.67 ± 1.59 72.98 ± 9.07 81.74 ± 0.04 81.84 ± 1.19 78.75 ± 0.47 87.36 ± 0.19
Δ𝐷𝑃 (↓) 10.19 ± 0.98 5.57 ± 1.73 7.59 ± 7.42 11.71 ± 0.04 12.64 ± 2.11 3.46 ± 2.19 2.50 ± 2.01
Δ𝐸𝑂 (↓) 9.48 ± 0.61 2.41 ± 2.36 7.83 ± 6.97 9.42 ± 0.04 10.41 ± 2.03 1.91 ± 0.92 1.19 ± 1.55

Pokec-z

AUC (↑) 76.42 ± 0.13 OOM 65.63 ± 0.38 71.59 ± 0.17 76.02 ± 0.15 75.52 ± 0.06 76.33 ± 0.44

F1 (↑) 70.32 ± 0.20 OOM 63.71 ± 1.19 67.13 ± 1.66 68.84 ± 3.46 70.45 ± 0.57 69.03 ± 0.91

Δ𝐷𝑃 (↓) 3.91 ± 0.35 OOM 1.59 ± 0.85 3.06 ± 1.85 2.93 ± 2.83 3.30 ± 0.87 0.97 ± 0.59
Δ𝐸𝑂 (↓) 4.59 ± 0.34 OOM 1.80 ± 0.60 3.86 ± 1.65 2.04 ± 2.27 3.19 ± 1.00 1.40 ± 0.65

Pokec-n

AUC (↑) 73.87 ± 0.08 OOM 64.20 ± 0.92 69.43 ± 0.31 73.49 ± 0.28 72.72 ± 0.93 73.74 ± 0.54

F1 (↑) 65.55 ± 0.13 OOM 55.63 ± 1.42 61.55 ± 1.05 64.80 ± 0.89 62.35 ± 1.14 63.33 ± 2.49

Δ𝐷𝑃 (↓) 2.83 ± 0.46 OOM 4.77 ± 2.85 5.96 ± 1.80 2.26 ± 1.19 4.38 ± 1.73 1.88 ± 1.52
Δ𝐸𝑂 (↓) 3.66 ± 0.43 OOM 4.20 ± 3.62 7.75 ± 1.53 3.21 ± 2.28 6.74 ± 1.87 2.95 ± 1.83

Table 3: Ablation results on Credit, Pokec-z, and Pokec-n.

Datasets Metrics FairSAD w/o D FairSAD w/o M FairSAD

Credit

AUC (↑) 70.52 ± 1.15 68.81 ± 3.48 72.09 ± 1.03
F1 (↑) 85.83 ± 1.79 82.90 ± 3.70 87.36 ± 0.19
Δ𝐷𝑃 (↓) 2.44 ± 1.77 6.53 ± 4.65 2.50 ± 2.01

Δ𝐸𝑂 (↓) 2.10 ± 1.17 5.02 ± 4.13 1.19 ± 1.55

Pokec-z

AUC (↑) 76.26 ± 0.39 75.76 ± 0.51 76.33 ± 0.44
F1 (↑) 67.82 ± 0.62 69.59 ± 0.82 69.03 ± 0.91

Δ𝐷𝑃 (↓) 1.90 ± 0.65 4.16 ± 1.81 0.97 ± 0.59
Δ𝐸𝑂 (↓) 1.38 ± 0.88 4.67 ± 1.93 1.40 ± 0.65

Pokec-n

AUC (↑) 71.90 ± 1.61 73.02 ± 0.60 73.74 ± 0.54
F1 (↑) 61.58 ± 1.63 64.18 ± 1.92 63.33 ± 2.49

Δ𝐷𝑃 (↓) 5.79 ± 0.90 2.46 ± 1.25 1.88 ± 1.52
Δ𝐸𝑂 (↓) 7.92 ± 1.00 3.47 ± 2.25 2.95 ± 1.83

attribute masking modules to the utility and fairness performance

of FairSAD vary.

As shown in Figure 4, we further study the effect of micro- and

macro-disentanglement on the performance of FairSAD.We remove

𝑓𝑎 and set 𝐾 = 1, denoted as “FairSAD w/o Micro”, and remove

L𝑑𝑐 , and L𝑑 , denoted as “FairSAD w/o Macro”. We observe that

FairSAD w/o Micro performs less effectively than FairSAD w/o

Macro in terms of both utility and fairness performance, indicating

that micro-disentanglement plays a more crucial role in enhancing

the performance of FairSAD. Furthermore, this observation under-

scores the foundational importance of micro-disentanglement in

the overall disentanglement process.
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Figure 4: Ablation analysis w.r.t. micro- and macro-
disentanglement on Credit, Pokec-z, and Pokec-n.

5.4 Parameters Sensitivity
We investigate the sensitivity of FairSAD w.r.t. two hyperparame-

ters, i.e., 𝛼 and 𝛽 . In FairSAD, 𝛼 and 𝛽 balance the contribution of

disentanglement and decorrelation. Specifically, we vary the val-

ues of 𝛼 and 𝛽 as {0.001, 0.01, 0.1, 0.5, 1, 5, 10} on Credit, Pokec-z

datasets. Figures 5 presents the results of the parameter sensitivity

analysis. We make the following observation: (1) The overall perfor-

mance of FairSAD remains stable across a wide range of variations

in 𝛼 and 𝛽 . (2) When the values of 𝛼 and 𝛽 are relatively small,

the performance (F1 and Δ𝐷𝑃 ) of FairSAD is inferior compared to

scenarios where the values of 𝛼 and 𝛽 are relatively large. This

observation highlights the equal contribution of disentanglement
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Figure 5: Parameters sensitivity results on two datasets.

and decorrelation to FairSAD. To guarantee both the utility and

fairness, 𝛼 and 𝛽 are better to be selected from 0.01 to 1.0.

5.5 Further Probe
To further understand FairSAD, we investigate the effect of channels

𝐾 and backbone layers 𝑙 on the performance of FairSAD. Due to

out-of-memory on a GPU with 24GB memory, we only conduct

additional experiments on German, Bail, and Pokec-n.

5.5.1 Effect of Channels 𝐾 . We vary the value of 𝐾 as {1, 2, 4, 8, 16}
and fix other hyperparameters as the same as the comparison study.

Figure 6 presents hyperparameter analysis results w.r.t.𝐾 . However,

please note that Figure 6 does not include results for 𝐾 = 16 on

Pokec-n due to out-of-memory issues on a GPU with 24GB memory.

We can observe that the utility (AUC) performance of FairSAD first

increases and then decreases with the increase of channels 𝐾 . This

pattern suggests that a suitable 𝐾 (e.g., 𝐾 = 4) may be the true

number of latent factors underlying the data, resulting in the best

utility performance. Meanwhile, as the increase of 𝐾 , the fairness

(Δ𝐷𝑃 ) performance improves. This demonstrates that a larger 𝐾

(e.g., 𝐾 ≥ 4) value is beneficial for disentangling the sensitive at-

tribute, thereby mitigating its impact on other components. Overall,

to balance the utility and fairness performance, selecting 𝐾 as 4 is

preferable for our experimental datasets.

5.5.2 Effect of Backbone Layers 𝑙 . We fix other hyperparameters

as the same as the comparison study and vary the value of 𝑙 as

{1, 2, 3, 4, 5}. Figure 7 presents hyperparameter analysis results w.r.t.

𝑙 . We make the following observations: (1) FairSAD also suffers

from performance degradation with the increase of the backbone

layer, indicating the over-smoothing issue of FairSAD. (2) As the

number of layers increases, the fairness of FairSAD deteriorates.
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Figure 6: Hyperparameter analysis w.r.t. channels 𝐾 on Ger-
man, Bail, and Pokec-n.
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Figure 7: Hyperparameter analysis w.r.t. backbone layers 𝑙
on German, Bail, and Pokec-n.

One potential explanation for this phenomenon is that the poor

disentanglement performance caused by over-smoothing issues

leads to a degradation in fairness.

6 CONCLUSION
In this paper, we study the problem of learning fair graph represen-

tations while preserving task-related information. Inspired by DRL,

we propose a fair graph representation learning framework built

upon disentanglement, namely FairSAD. The key insight behind

FairSAD is to separate the sensitive attribute into the indepen-

dent component via sensitive attribute disentanglement and then

eliminate correlation with the sensitive attribute through sensi-

tive attribute masking. Due to this design, FairSAD exhibits the

advantage of improving fairness as well as preserving task-related

information, resulting in superior performance on the downstream

task. To our best knowledge, this is the first work to improve fair-

ness in graph-structured data via disentanglement. Experiments on

five real-world datasets demonstrate that FairSAD outperforms all

baseline methods in terms of both fairness and utility performance.
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Algorithm 1 Training Algorithm of FairSAD

Input: G = (V, E,X) with the sensitive attribute s, node labels y,
neighbor assigner 𝑓𝑎 (·), disentangled GNNs backbone 𝑓𝑔 (·),
channel mask 𝑓𝑚 (·), classifier 𝑓𝑐 (·), channel discriminator 𝑓𝑑 (·),
channels number 𝐾 , and hyperparameters 𝛼 , 𝛽 .

Output: Trained inference GNNs model with parameters

𝜃 = {𝜃 𝑓𝑎 , 𝜃 𝑓𝑔 , 𝜃 𝑓𝑚 , 𝜃 𝑓𝑐 }.
1: while 𝑛𝑜𝑡 𝑐𝑜𝑛𝑣𝑒𝑟𝑔𝑒𝑑 do
2: // Sensitive attribute disentanglement

3: W ← 𝑓𝑎 ( [x𝑖 , x𝑗 ]), [x𝑖 , x𝑗 ] = {x𝑖 , x𝑗 ∈ X, 𝑖, 𝑗 ∈ V, 𝑗 ∈
N (𝑖)};

4: H← 𝑓𝑔 (G,W);
5: // Sensitive attribute masking

6: H̃← 𝑓𝑚 (H);
7: // Downstream tasks

8: ŷ← 𝑓𝑐 (H̃);
9: // Identifying channels using channel discriminator

10: ŷ
′

𝑘
← 𝑓𝑑 ( ˜Z

𝑘 ), ˜Z𝑘 ∈ H̃,∀𝑘 ∈ {1, 2, ..., 𝐾};
11: // Calculating loss and updating model parameters

12: Calculate L𝑐 , L𝑚 , L𝑑𝑐 , L𝑑 following Eqs.(6), (7), and (8);

13: Calculate loss function L ← L𝑐 + 𝛼 (L𝑑𝑐 + L𝑑 ) + 𝛽L𝑚 ;

14: Update 𝜃 , 𝜃 𝑓𝑑 by gradient descent;

15: end while
16: return 𝜃 ;

Algorithm 2 Forward Propagation Algorithm of the Disentangled

Layer

Input: G = (V, E,X) with the sensitive attribute s, edge weights
W = [w1,w2, ...,w𝐾 ], disentangled GNNs backbone

𝑓𝑔 (·) = {RED𝑘 (·),UPD𝑘 (·),AGG𝑘 (·)}.
Output: Disentangled node representations H = [Z1,Z2, ...,Z𝑘 ].
1: // Sensitive attribute disentanglement

2: for 𝑘 = 1, 2, ..., 𝐾 do
3: R𝑘 ← RED𝑘 (X);
4: Z𝑘 ← Aggregate and update node representation through

AGG𝑘 (·) and UPD𝑘 (·) following Eq.(3);
5: end for
6: // Sensitive attribute masking

7: H← The concatenation of Z1,Z2, ...,Z𝑘 .
8: return H;

A DISTANCE CORRELATION
Distance correlation [38, 39] measures the dependence between

two random vectors. Inspired by DGCF [44], FairSAD employs

distance correlation to ensure the independence between each com-

ponent. According to Eq.(7), the distance correlation is built upon

the distance covariance 𝑑𝐶𝑜𝑣2 (·). Given two component represen-

tations
˜Z𝑘1 , ˜Z𝑘2 ∈ R𝑛×

𝑑ℎ
𝐾 , we denote subscript 𝑖, 1 ≤ 𝑖 ≤ 𝑛, and

𝑗, 1 ≤ 𝑗 ≤ 𝑑ℎ
𝐾

as the row, and column number, respectively. For

instance,
˜Z𝑘1𝑖 𝑗 represents the 𝑖-th row, 𝑗-th column of

˜Z𝑘1 . Formally,

the distance covariance between two component representations

can be defined as follows:

𝑑𝐶𝑜𝑣2 ( ˜Z𝑘1 , ˜Z𝑘2 ) =

𝑑ℎ
𝐾∑︁
𝑗=1

𝑑𝐶𝑜𝑣2 ( ˜Z𝑘1· 𝑗 , ˜Z
𝑘2
· 𝑗 )

=

𝑑ℎ
𝐾∑︁
𝑗=1

𝑛∑︁
𝑖1=1

𝑛∑︁
𝑖2=1

𝐴𝑖1𝑖2𝐵𝑖1𝑖2 ,

(11)

where 𝑖1, 𝑖2 = 1, 2, ..., 𝑛. To calculate 𝐴𝑖1𝑖2 , we have the following

equation: 

𝑎𝑖1𝑖2 = ∥ ˜Z
𝑘1
· 𝑗,𝑖1 − ˜Z𝑘1· 𝑗,𝑖2 ∥2

𝑎𝑖1 · =
1

𝑛

𝑛∑︁
𝑖2=1

𝑎𝑖1𝑖2

𝑎 ·𝑖2 =
1

𝑛

𝑛∑︁
𝑖1=1

𝑎𝑖1𝑖2

𝑎 · · =
1

𝑛2

𝑛∑︁
𝑖1,𝑖2=1

𝑎𝑖1𝑖2

𝐴𝑖1𝑖2 = 𝑎𝑖1𝑖2 − 𝑎𝑖1 · − 𝑎 ·𝑖2 + 𝑎 · ·

(12)

where 𝐴𝑖1𝑖2 ∈ R𝑛×𝑛 . According to Eq.(12), we can calculate 𝐵𝑖1𝑖2

through defining𝐵𝑖1𝑖2 = 𝑏𝑖1𝑖2−𝑏𝑖1 ·−𝑏 ·𝑖2+𝑏 · · . Following Eqs.(11) and
(12), we can calculate 𝑑𝐶𝑜𝑣2 ( ˜Z𝑘1 , ˜Z𝑘1 ) and 𝑑𝐶𝑜𝑣2 ( ˜Z𝑘2 , ˜Z𝑘2 ). Based
on the above three distance covariance, the distance correlation

between
˜Z𝑘1 , ˜Z𝑘2 can be calculated as shown in Eq.(7).

B ALGORITHM
To help better understand FairSAD, we present the training

algorithm of FairSAD and the forward propagation algorithm of

the disentangled layer in Algorithms 1 and 2. Note that the channel

discriminator 𝑓𝑑 (·) is solely employed during the training phase.

C EXPERIMENTAL SETTINGS
C.1 Datasets
Five real-world fairness datasets, namely German, Bail, Credit [1],

Pokec-z, and Pokec-n [8], are employed in our experiments. We

give a brief overview of these datasets as follows:

• German [3] is constructed by [1]. Specifically, German in-

cludes clients’ data in a German bank, e.g., gender, and loan

amount. Nodes represent clients in the German bank. The

edges in the German dataset are constructed according to

individual similarity. Regarding “gender" as the sensitive

attribute, the goal of German is to classify clients into two

credit risks (high or low).

• Bail [1] is a defendants dataset, where defendants in this

dataset are released on bail during 1990-2009 in U.S states [18].

We regard nodes as defendants and edges are decided by the

similarity of past criminal records and demographics. Con-

sidering “race” as the sensitive attribute, the task is to predict

whether defendants will commit a crime after release (bail

vs. no bail).

• Credit [1] is a credit card user dataset [49]. where nodes

represent credit card users and edges are connected based on

the similarity of their spending and payment patterns. Con-

sidering “age” as the sensitive attribute, the task is to predict
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whether a user will default on their credit card payment or

not (default vs. no default).

• Pokec-z/n [8, 40] is derived from a popular social network

application in Slovakia, where Pokec-z and Pokec-n are so-

cial network data in two different provinces. Nodes denote

users with features such as gender, age, interest, etc. Edge

represents the friendship between users. Considering “re-

gion” as the sensitive attribute, the task is to predict the

working field of the users.

C.2 Baselines
We compare FairSAD with five state-of-the-art fairness methods, in-

cluding EDITS, Graphair, NIFTY, FairGNN, and FairVGNN. Among

these five methods, EDITS and Graphair can be summarized as the

pre-processing fairness method, which mitigates fairness-related

biases in training data by modifying graph-structured data. NIFTY,

FairGNN, and FairVGNN are the in-processing method, aiming to

learn fair GNNs via the fairness-aware framework. A brief overview

of these methods is shown as follows:

• EDITS [9] modify graph-structured data by minimizing the

Wasserstein distance between two demographics.

• Graphair [27] aims to automatically generate fair graph

data to fool the discriminator via adversarial learning.

• NIFTY [1] is a fair and stable graph representation learning

method. The core idea behind NIFTY is learning GNNs to

keep stable w.r.t. the sensitive attribute counterfactual.

• FairGNN [8] aims to learn fair GNNs with limited sensitive

attribute information. To achieve this goal, FairGNN employs

the sensitive attribute estimator to predict the sensitive at-

tribute while improving fairness via adversarial learning.

• FairVGNN [46] learns a fair GNN by mitigating the sensi-

tive attribute leakage using adversarial learning and weight

clamping technologies.

C.3 Implementation Details
For FairSAD, we utilize the Adam optimizer with the learning rate

𝑙𝑟 = {1 × 10−3, 1 × 10−2}, epochs = 1000, and the weight decay =

1 × 10−5. For each component of FairSAD, we use a 2-layer MLP,

a linear layer, and a linear layer as the neighbor assigner 𝑓𝑎 , the

classifier 𝑓𝑐 , and the channel discriminator 𝑓𝑑 , respectively.

For all baseline methods, we utilize a 1-layer GCN [22] with

16 hidden dimensions as the backbone and use a linear layer as

the classifier. Due to the different hyperparameters for different

baselines, we give the detailed setting for each baseline, as follows:

• EDITS: we set training epochs and threshold proportions as
{500, 100, 500}, {0.2, 0.5, 0.02} for German, Bail, and Credit.

Initial learning rate 3 × 10−3, weight decay 1 × 10−7.
• Graphair: 𝛽 = 1, 𝛼 , 𝛾 , and 𝜆 are determined with a grid

search among {0.1, 1, 10}, training epochs 500, initial learn-
ing rate 1×10−4, weight decay 1×10−5, adopt graph sampling-

based batch training [50] with 1000 batch size for Bail, Credit,

and Pokec-z/n.

• NIFTY: 𝜆 = {0.4, 0.6, 0.4, 0.6, 0.6} for German, Bail, Credit,

Pokec-z, and Pokec-n, training epochs 1000, learning rate

1 × 10−3, weight decay 1 × 10−5, drop edge rate 0.001, drop

feature rate 0.1.

• FairGNN: dropout and learning rate are determined with a

grid search among {0.0, 0.5, 0.8}, {0.0001, 0.001, 0.01}, weight
decay 1 × 10−5, 𝛼 = 4, 𝛽 = 0.01.

• FairVGNN: training epochs for German, Bail, Credit, Pokec-

z, and Pokec-n are {400, 300, 200, 200, 200}, other hyperpa-
rameters are determined with a grid search following search

space set by the author.

Moreover, all experiments are conducted on one NVIDIA TITAN

RTX GPU with 24GB memory. All models are implemented with

PyTorch and PyTorch-Geometric.
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