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Abstract

Previous efforts on reconfigurable analog circuits mostly
focused on specialized analog circuits, produced through
careful co-design, or on highly reconfigurable, but relatively
resource inefficient, accelerators that implement analog
compute paradigms. This work deals with an intermediate
point in the design space: Specialized reconfigurable circuits
for analog compute paradigms. This class of circuits requires
new methodologies for performing co-design, as prior
techniques are typically highly specialized to conventional
circuit classes (e.g., filters, ADCs).

In this context, we present Ark, a programming language for
describing analog compute paradigms. Ark enables progressive
incorporation of analog behaviors into computations, and de-
ploys a validator and dynamical system compiler for verifying
and simulating computations. We use Ark to codify the design
space for three different exemplary circuit design problems,
and demonstrate that Ark helps exploring design trade-offs and
evaluating the impact of nonidealities to the computation.

1. Introduction

There has been significant interest in domain-specific
reconfigurable analog computing platforms that perform
in-sensor and near- or in-memory computation and solve
computationally hard problems [40, 19, 33, 29, 41]. These
analog architectures have applications in machine vision,
medical devices, and robotics domains, [26, 35, 30] and reduce
data movement across the analog/digital interface, enabling
the use of more resource-efficient digital hardware [1, 34].
These analog architectures are implemented in circuits with
good performance and typically incorporated into a larger
domain-specific computation: examples include scientific
computation and sensor processing pipelines. [11, 24, 42, 21]
Classical Analog Circuits. Designers have developed highly
specialized classical analog circuits (e.g., filters, ADCs) with
programmability and fidelity characteristics tailored for spe-
cific application use cases. These circuits typically offer limited
programmability and target a specific fidelity and therefore can
be engineered to be highly resource-efficient. Because these cir-
cuits are largely non-programmable, much of the specialization
is done in the design stage. Fortunately, the design requirements
for classical circuits can be described with standard figures of
merit and functional specifications, and circuit designers have
a good intuition on how to craft an implementation that meets
the requirements. The existence of these standard interfaces be-

tween hardware designers and domain specialists is critical; oth-
erwise, design-time specialization would be highly challenging.

Unconventional Analog Accelerators. Researchers have
developed highly reconfigurable analog accelerators that
faithfully implement radical new forms of computation, such as
GPAC computing, oscillator-based computing, spiking neural
networks, and cellular non-linear networks. [11, 24, 10, 20, 14,
47] Many of these accelerators require unconventional uses
of analog circuits to implement novel computational operators
or compute on different signal components (e.g., transient
behavior). Therefore, these accelerators faithfully implement
their respective analog compute paradigms and are highly
programmable. Supporting this degree of generality comes
at a substantial resource and performance cost in analog design,
impacting the hardware platform’s scalability and efficiency.
In contrast to specialized analog circuits, these accelerators
are not typically developed through careful co-design, as that
hardware is sufficiently flexible to support computations that
are expressible in the target compute paradigm.

1.1. Domain-Specific Unconventional Analog Circuits

Thus far, prior work has focused on two extremes in the
analog design space (1) highly specialized classical circuits
and (2) highly programmable analog accelerators that target
unconventional analog compute paradigms. We anticipate
there is a largely untapped part of this design space: highly
specialized analog circuits that perform computation using an
unconventional analog compute paradigm (Figure 1). Because
these circuits are specialized to a particular application domain,
the circuit’s programmability and fidelity requirements can
potentially be reduced, lowering resource costs and improving
performance.

Design Challenges. To realize this new part of the design
space, we need to specialize unconventional analog circuits to
the target application domain. However, because these designs
are typically non-standard, methods for specifying functional
behavior and design requirements for classical circuits may not
sufficiently capture the relevant behaviors and design require-
ments. Second, there is less design intuition for unconventional
circuits, as they haven’t been studied as extensively as ADCs,
filters, and other classical analog circuits. Therefore, it is highly
challenging for the domain specialist and analog designer to
navigate this space effectively and arrive at a promising design.
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Figure 1: Analog design space exploration.

1.2. Analog Design with Ark

We introduce Ark, a programming language that enables design
space exploration of unconventional analog circuits that lever-
age analog compute paradigms. With Ark, analog designers
can expose different programmability and fidelity tradeoffs
for domain specialists to explore within the context of their
workload. The Ark language offers the following capabilities:
• Analog Compute Paradigms as DSLs: Ark supports

the specification of new analog compute paradigms as
domain-specific languages (DSLs), and deploys a compiler
that enables the validation and simulation of computations
written in an analog compute DSL.

• Codifying Analog Design Spaces with DSLs: With Ark,
analog designers can specialize a compute paradigm DSL to
incorporate new language constructs that capture bottom-up
analog design constraints, model nonidealities, and codify
different design tradeoffs.

• Progressive Design of Analog Circuit Descriptions: Ark
supports the specification, configuration, and simulation
of reconfigurable analog computations. Ark imposes strict
inheritance rules to ensure computations written in the
original compute paradigm can be progressively rewritten
to selectively incorporate analog behaviors.

Design Flow. With Ark, both the domain specialist and the ana-
log designer settle on an analog compute paradigm to serve as a
basis for building both analog circuit designs and computations.
Each analog compute paradigm offers basic computational op-
erators that modify certain properties (e.g., phase) of the under-
lying analog signal and can be simulated with a system of differ-
ential equations. The domain specialist first develops reconfig-
urable analog computations in the agreed upon analog compute
DSL for their target workloads, and the analog designer extends
the analog compute DSL to codify the analog design space.

The domain specialist then progressively adapts compu-
tations to use designer-provided constructs to analyze the
effect of analog nonidealities in their computation and explore
different analog design options. The analog designer may then
declare new constructs that codify new design points based
on the domain specialist’s usage of their language extension.

Reconfigurable analog computations defined entirely with ana-
log hardware constructs serve as a functional and requirements
specification for unconventional analog circuits. We anticipate
this flow enables iterative co-design of analog circuits.

1.3. Contributions

• Dynamical Graph Representation: We present a novel,
unified intermediate representation termed a dynamical
graph (DG) for both analog computations and analog circuit
descriptions.

• The Ark Language: We present a programming language
that supports the definition of domain-specific languages that
codify analog compute paradigms and their associated hard-
ware design spaces. Reconfigurable analog computations
can then be written in DSLs in the defined language.

• Ark Compiler and Validator: We present a compiler that
derives the system of differential equations that simulates
the transient dynamics of a given Ark program and a validator
that verifies that a given Ark program satisfies all of the
constraints imposed by the domain-specific language.

• Case Study and Evaluation: We use Ark to codify the
design tradeoffs associated with a transmission-line based
analog PUF (TLN), a cellular non-linear network (CNN)
analog accelerator, and an oscillator-based computing (OBC)
analog accelerator. We demonstrate that Ark can capture
nonidealities and design tradeoffs associated with these
design problems and provide a detailed analysis for the PUF
design problem.

2. Case Study: Transmission Line PUF

We start with an illustrative example to give an overview of
the language components in Ark and demonstrate the design
flow enabled by Ark. This case study focuses on the design of
an unconventional analog circuit that implements a physical
unclonable function (PUF) [22], a security primitive that
leverages fabrication variations to produce a difficult-to-spoof
hardware authentication device. Given a challenge bitvector,
a PUF produces a response bitvector that is highly sensitive
to fabrication variation. In a well-designed PUF, the mapping
between challenge and response should be stable but maximally
complex and hard to imitate or predict for cryptographic
adversaries without physically possessing and interrogating the
PUF. In an analog circuit PUF, the response is often naturally
computed from voltage and current trajectories observed on
a wire within a certain observation time window.

The security expert opts to target the transmission line net-
work (TLN) compute paradigm [13] and selects the TLN DSL
(Section 4.4) provided by Ark. To investigate the effect of fab-
rication variation, the expert uses the GmC-TLN extension of
the TLN DSL (Section 4.5), which codifies the design space of
fabrication-variation-sensitive GmC circuit implementations.
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Figure 2: Dynamical graphs of branched, linear, and malformed t-lines.
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Figure 3: A GmC integrator schematic.

2.1. The TLN Compute Paradigm

A transmission line (t-line) is a channel that carries electro-
magnetic waves across some distance. The traversal of a wave
through a line is modeled with the discretized Telegrapher’s
equations [25]: {

dVi
dt =

1
Ci
(Ii−Ii+1−G·Vi)

dIi
dt =

1
Li
(Vi−1−Vi−R·Ii)

(1)

The t-line is segmented into 0.., i,...n segments, where Vi and
Ii models the voltage and current at each line segment i. The R
and G parameters model impedance, which attenuates signals,
and L and C parameters model propagation speeds, which delay
signals and set the characteristic impedance. A transmission
line network is a network of interconnected t-lines that route
signals and leverage the delay, reflection, and transmission
for computation. Reflection and transmission occur when
the characteristic impedance is changed within a line, such as
when branches are introduced or when a line is terminated.

2.2. Exploring TLN Topologies with Ark

Ark provides a TLN DSL that implements transmission line
networks modeled with the Telegrapher’s equations. Figure 2-
(i) presents a branched t-line network implemented in the TLN
DSL and formulated as a dynamical graph (Section 3). A
dynamical graph is a typed, directed graph with nodes and edges
that map to variables and dynamics in the underlying dynamical
system, respectively. In the branched t-line, the V, I node types
(purple, green) map to Vi and Ii variables in the Telegrapher’s
equation model, and the and InpI node type (yellow) injects
an external signal into the transmission line network.
Attributes. Each node and edge type defines attributes fixed
to values at simulation time. The V and I node types define
real-valued c/g and l/r attributes, respectively, which map to
the C, G, L and R parameters in the Telegrapher’s equations.
In the above example, all l, c attributes are set to 1e-9, and
all g,r attributes are set to 0 for nodes in the middle of the line

and 1 for the IN_V and OUT_V. The InpI node type defines
a function attribute that is assigned an input pulse function
pulse(t,0,2e-8) in the branched t-line. The node and edge
types and attributes are defined in TLN DSL.
Dynamics. In the dynamical graph, interactions are local,
and neighboring edges contribute terms to the differential
equations. In branched t-line, the incoming, outgoing, and
self-referencing edges contribute I/V.c,−I/V.c,−V.g/V.c·V
terms to each V node’s differential equations, and contribute
V/I.l, −V/I.l, −I.r/I.l ·I terms to each I node’s differential
equations. The TLN language defines the production rules for
translating connections to algebraic terms.

Figure 2-(iii) presents a malformed TLN dynamical graph
that is reported invalid by the TLN language because it includes
a V-V connection which introduces unexpected voltage terms
into the underlying differential equations. The TLN language
requires valid TLNs to have alternating I and V nodes to ensure
the Telegrapher’s equations are faithfully implemented.
Analysis. We simulate the voltage trajectory1 at node OUT_V
for the branched t-line (Figure 4a) and a linear, non-branched
t-line (Figure 4b) using differential equations generated by the
TLN dynamical system compiler. The branched t-line produces
a weaker initial pulse (0.5→ 0.3) and an "echo" of the initial
pulse after 4e-8 seconds have elapsed (the shaded area in
Figure 4a). This echo occurs because part of the injected
pulse travels down the branch and reflects back to the main line,
where the pulse then splits and travels to both the OUT_V and
IN_V nodes. This echoing behavior can potentially be exploited
to design PUFs with more complicated system dynamics.

These trajectories can be used to set signal observation
windows. The linear t-line and branched t-line require
observation windows of 1e-8 to 3e-8 seconds and 1e-8 to
8e-8 seconds respectively. The branched t-line is assigned
a larger observation window to ensure that at least one of the
signal echoes is captured in the response encoding.

2.3. GmC Circuit Implementation of TLN Computing

A transmission line network is efficiently emulatable with a
network of GmC integrators [27]. Each GmC integrator (Fig-
ure 3) consists of transconductors Gm1 and Gm2 (implemented
with several transistors) that convert input voltage signals,
vi1 and vi2, into currents ii1 and ii2, where ii1 = Gm1 ·vi1 and

1We simulate 53-node branched and linear lines (Figure 2-(i), (ii)).
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Figure 4: Dynamics of t-lines observed at OUT_V.

ii2 =Gm2·vi2. The resistor with conductance Gint contributes
to a current io, where io=Gint ·vo. The ii1 ii2, and io currents all
flow out of the capacitor Cint , yielding the following dynamics:

dvo

dt
=

1
Cint

(−Gm1·vi1−Gm2·vi2−Gint ·vo) (2)

The above dynamics implement the dIi
dt differential equation

from the telegrapher’s equation math model, provided
−Gm1 = Gm2 = Gm. The vo, vi1, and vi2 voltages map to Ii,
Vi−1 and Vi respectively, and the Gm/Gint and Cint/Gm circuit
quantities implement G and L parameters. The above dynamics
also implement dVi

dt differential equation; the vo, vi1, and vi2
voltages maps to Vi, Ii and Ii+1 variables and the Gint/Gm and
Cint/Gm terms implement R and C.
Modified Telegrapher’s Equations. If we relax the
−Gm1 =Gm2 =Gm constraint to allow the device parameter
magnitudes |gm1|, |gm2| and |gm| to differ, then we can intro-
duce ws and wt parameters in the TLN dynamics and implement
a more flexible version of the telegrapher’s equations:{

dVi
dt =

1
Ci
(wti·Ii−wsi+1·Ii+1−Gi·Vi)

dIi
dt =

1
Li
(wti−1·Vi−1−wsi·Vi−Ri·Ii)

(3)

With this relaxed circuit usage, the Cint and Gint device pa-
rameters implement C/L and G/R respectively, and the−Gm1
and Gm2 device parameters implement wt and ws. When
wti=wsi=1, the GmC circuit implements TLN computing.

2.4. Exploring Analog Mismatch with Ark

The PUF’s security properties come, in part, from its sensitivity
to fabrication variations (e.g., device mismatch). In a variation-
sensitive PUF design, fabricated instances of the same PUF
behave differently when provided with the same input and can
therefore be used to identify an individual uniquely.

We use the GmC-TLN extension to the TLN computing
model, which codifies the design space of mismatch-sensitive

(i) Cint mismatched
OUT_VInpI_0 Im_0IN_V

OUT_V
(ii) gm mismatched

InpI_0 I_0IN_V

Figure 5: Dynamical graphs of mismatched t-lines.

GmC circuit implementations, to study the effects of process
variation on a linear t-line. The node types Vm and Im inherit V
and I, respectively, and override the C and L attributes to model
the random mismatch associated with the corresponding Cint
device parameter. The edge type Em inherits E and adds two
new mismatched attributes ws and wt, corresponding to the Gm
random mismatch. The GmC-TLN language uses the modified
Telegraphers equations to model the dynamics of the Em edges.
In the GmC-TLN language, mismatched parameter values
are sampled from a normal distribution with a 10% relative
standard deviation before execution.
Analysis. We use the GmC-TLN language to explore the
effects of different sources of process variation on the linear
TLN. Ark’s inheritance system ensures (1) the original linear
t-line can be simulated in the GmC-TLN language and deliver
the same dynamics, (2) nodes derived from TLN language
nodes can be substituted into the dynamical graph. The process
variation sensitive linear t-lines in Figures 5 substitute in Vm/Im
node types (pink, green) and Em edge types respectively to
selectively model the effects of Cint and Gm mismatch.

Figures 4c and 4d present the OUT_V voltage trajectories over
100 sampled device mismatches for the Cint -sensitive t-line and
the Gm-sensitive t-line respectively. We observe that within the
1e-8 to3e-8observation window, the Gm-sensitive t-line expe-
riences a much greater degree of variation across trials than the
Cint -sensitive t-line. This observation has several implications:
(1) future TLN architectures should use Gm mismatch instead
of Cint mismatch; (2) the analog designer should pursue GmC
circuit variants that maximize Gm mismatch – these variants can
be provided to the domain specialist as new edge types. There-
fore, domain specialists can use Ark to assist in design space
exploration and help set the direction of analog design efforts.

3. The Dynamical Graph Computational Model
Ark employs a higher order computational model, termed a Dy-
namical Graph (DG) that is specialized to implement different
analog computational paradigms. The DG contains a set of
nodes N and a set of directed edges E and can be interpreted as
a system of differential equations that describes a computation.
Typed Nodes and Edges. All elements in the DG are typed,
meaning each node n ∈ N and edge e ∈ E belong to a node
type NT and an edge type ET respectively. Node and edge
types may define named attributes, and a node type NT has an
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additional reduction operator Λ j∈{∑,∏} and order p defined.
The type, attributes, order, and reduction are necessary for
deriving the graph dynamics.
Dynamics. Each node n ∈ N maps to a variable Q in the
underlying dynamical system, and each edge e∈E contributes
terms to the connected variables’ dynamics. A node type with
an order of 0 implements a pure function, and a node type with
an order of p>0 implements pth order differential equations.
The DG works with a set of production functions Pin, Pout,
and Pself for incoming edges (n̂→n), outgoing edges (n̂←n),
and self-referencing edges (⟳ n) respectively. Given a node
n of node type NT with m incoming edges, q outgoing edges,
and r self-reference edges, the production function takes input
as the types of an edge and the source and destination nodes.
The production function finds the production rule that matches
the given types and returns an algebraic expression based on
the rule and types. The expressions aggregate over edges with
the reduction operator Λ. Overall, the dynamics of the variable
associated with a node are defined as follows:

dpQ
dt p =

m−1

Λ
i=0

Pin(ETi,NTi,NT ) +
m+q−1

Λ
i=m

Pout(ETi,NT,NTi) +

m+q+r−1

Λ
i=m+q

Pself(ETi,NT )

(4)

The dynamics of a DG are fully specified with the differential
equations collectively from all variables.

4. The Ark Programming Language

Figure 6 presents the Ark programming language. Ark languages
specialize the DG computational model to implement different
classes of analog computations, Ark functions generate dynam-
ical graphs and can be invoked to generate DGs with different
topologies and attribute parametrizations. Sections 4.1-4.2
describes the basic Ark language and function definition
constructs, and 4.3 describes the Ark hardware extensions.
Section 4.4-4.5 provides an illustrative example with TLN.
Expressions. Expressions are defined over variables, which
include nodes, edges, and function arguments (v), simulation
time (time), and node and edge attributes v.v′ (attribute v′ of
node v). Boolean expressions b use logical and comparison
operators and return boolean values. Math expressions (e) use
linear/non-linear math operators (e.g., +,×,sin,cos, etc) and
if-then-else statements (e.g. if b then e else e′) and return
real values. Ark checks that all variables in the variable are in
scope and that expressions evaluate to their expected type.
Datatypes. Ark supports bounded real and integer datatypes
(real[x0,x1] and int[i0,i1]), and function datatypes
lambd(v*) that accept real-valued arguments and compute
real values. Ark checks variable assignments to ensure the
value matches the variable’s datatype, and is contained within
the datatype’s value range [x0,x1]. All assigned functions

x∈R, s∈R++, i∈Z, p∈N0
v∈Literals, e∈Expressions, b∈BoolExpressions
inherit(⟨Rule⟩) ::= Rule inherits v | Rule

1 SigT ::= real[x0,x1] | real[x0,x1] mm(s0,s1)

2 | int[i0,i1] | lambd(v*)
3 SigT Prog ::= SigT | SigT const

4 Attr ::= attr v = SigT Prog | init(i) SigT Prog
5 Reduc ::= sum | mul
6 Type ::= node-type(p, Reduc) | edge-type
7 | edge-type fixed

8 ProdExpr ::= v <= e | v <= e off
9 ProdRule ::= prod(v0 : v1,v2 : v3->v4 : v5)ProdExpr
10 VAtom ::= p | inf
11 V Match ::= match(VAtom,VAtom,v0,vn->[vt *])
12 | match(VAtom,VAtom,v0,[vt *]->vn)
13 | match(VAtom,VAtom,v0)
14 ValExpr ::= accV Match* | rejV Match*
15 ValRule ::= cstr vn:v1 {ValExpr* } | extern-func v
16 LangSt ::= inherit(Type v {Attr*}) | ProdRule | ValRule
17 LangDe f ::= inherit(lang v { LangSt* })
18
19 Val ::= x | i | lambd(v*): e
20 FuncVal ::= Val | v
21 FuncSt ::= node v0 : v1 | edge< v0,v1 > v2 : v3
22 | set-attr v0.v1 = FuncVal
23 | set-edge v when b
24 | set-init v(i) = FuncVal
25 FuncArg ::= v : SigT | v0.v1 : SigT
26
27 FuncDe f ::= func v0(FuncArg*) uses v1 {FuncSt* }
28
29 Stmt ::= FuncDe f | LangDe f
30 Prog ::= Stmt*

Figure 6: Basic grammar for Ark language. Shaded expressions model
hardware behavior.

lambd(v*): e must have the same number of arguments as
the function datatype,

4.1. Language Definitions (Lines 1-17)

Each language definition declares node and edge types and
defines production rules and validation rules over node and
edge types. The typing information and production rules are
used to specialize the dynamical graph computational model
to implement the desired analog computational paradigm.
Types. [Lines 1-7] Each node-type v(p,Reduc) Attr*
statement defines a node type v with a variable order p and a
reduction operator Reduc. The node type v contains attributes
and initial value definitions Attr* that specify the names and
datatypes of attributes and initial values. Each edge-type v
Attr* statement defines an edge type named v with attributes
Attr*. Each attribute and initial value may optionally be
assigned a constant value.
Production Rules. [Lines 8-9] Each prod statement defines
a new production rule for a connection with an edge v0 of type
v1, a source node v1 of type v3, and a destination node v4 of
type v5. The production expression (v <= e) applies a term to
the node v. A production rule is a self-referencing rule if the
source and destination node have the same name (v2=v4).
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Local Validity Rules. [Lines 10-14] Ark supports the definition
of local validity rules over the cardinalities of connected node
and edge types (cstr). Each local validity rule cstr vn:v1
ValExpr* operates on a target node named vn of node type
v1 and returns true if the accepted validity expression (acc
V Match∗) returns true and the rejected validity expression
(rej V Match∗) returns false. Both expressions return true
if the target node vn is described by the pattern V Match∗.
Here, we say that a node is described by a pattern if we find an
assignment of edges to clauses V Match in the pattern such that
every clause is assigned between VAtom1 and VAtom2 edges
of edge type v0 connected to a node type contained in [vt*].
Ark provides rejected validity expression to support restricting
the design space as an accepted expression can become invalid
once a language extension is introduced.
Global Validity Rules. [Line 14] Ark supports the definition
of a global validity check that is evaluated over the entire graph
topology. The extern-func v statement binds an external
validity checking algorithm v. Global connectivity checks are
required to ensure the DG implements certain topologies, such
as grid topologies.
Semantic Checks. Ark ensures all node and edge types have
unique names, that each node type contains an initial value
declaration init(i) SigT Prog for derivatives 0...i..p− 1 of
the node type, and ensures edge types contain only attribute
statements. For each production rule, Ark checks the expression
e only references variables instantiated in the prod(.) clause
and that the node v in the production expression is either source
node v2 or the destination node v4 from the clause. For each
validity rule, Ark ensures match clauses reference the target node
vn and that all node and edge types are declared in the language.

4.1.1. Inheritance

Ark supports single inheritance of languages, where the derived
language inherits node and edge types, production rules, and
validation rules from a parent language and may define node
and edge types that inherit from types in the parent language.
Ark constrains the derived language to ensure the parent and
derived languages are compatible:
• Derived node and edge types inherit the parent type’s node

order and reduction operator, and inherit all attributes and
initial value declarations from the parent type.

• Inherited attributes and initial values can be redefined in the
derived node or edge type but must retain the same datatype
(real, integer, lambda) and operate on a smaller value range
than the parent attribute.

• Production and validation rules from the parent class cannot
be overridden or removed. Any new production or validation
rules must include one new type from the derived class.

• For each connection, the most specific production rule
is applied for a given combination of derived nodes and
edge types. If no production rule exists, Ark falls back to
a production rule that applies to the parent node and edge
types. Ambiguities also produce an error.

The above properties ensure dynamic graphs comprised of
derived types can be cast to the parent type, and dynamical
graphs written in the parent language can be faithfully executed
in the derived language and progressively rewritten to use node
and edge types in the derived language.

4.2. Function Declarations (Lines 19-27)

Ark supports defining functions that procedurally generate
dynamic graphs from a set of function inputs. Each function
declaration func v0 (FuncArg*) uses v1 specifies the Ark
language v1 to use and a list of typed arguments FuncArg*
accepted by the function.

The function body contains statements that construct a
dynamical graph parametrized over the function arguments.
The node v0 : v1 statement constructs a node named v0 of
type v1, and the edge<v0,v1> v2 : v3 statement constructs
an edge with name v2 of type v3 that connects the source
node v0 to the destination node v1. The set-attr v0.v1 =
FuncVal statement sets an attribute v1 of node v0 to a value
or function argument, and the set-init v(i) = FuncVal
statement sets the initial value of the ith derivative of node v
to value or function argument. The set-switch v when b
statement turns the switchable edge v on when b is true, where
b is a boolean expression over function arguments.
Semantic Checks Ark checks that all referenced node and edge
types are defined in the language, all referenced nodes/edges
are defined within the function body, and all attributes and
initial values defined in the node/edge type are set for each
node, and all datatype assignments are valid.

4.3. Ark Hardware Extensions

Ark offers language extensions (grey highlighted in Figure 6)
for modeling analog-specific behaviors not already captured
in the basic language features. The real[x0,x1] mm(s0,s1)
datatype models process variation-sensitive attributes and
initial values, and samples a mismatched value x̂ from a normal
distribution N(x,x·s0+s1) when an attribute or initial value is
assigned to a nominal value x. Each function invocation sets
the random seed used to produce the same mismatched values.
The seed can be varied across invocations to model multiple
fabricated instances of a particular design.

Ark offers language constructs for defining non-
programmable attributes and initial values (attr v...const
and init-val(i)...const) and fixed edge types
(edge-type fixed v1). Non-programmable switches are al-
ways on, and non-programmable attributes must be assigned to
a constant value or math function on instantiation. Ark also sup-
ports defining production rules (prod... v <= e off) that
model nonidealities associated with edges that are switched off.
Semantic Checks For attributes and initial values that are
assigned to function arguments, Ark checks that the associated
definition in the type declaration is not const. Ark validates
that all set-switch statements are applied to edges that are
not fixed.
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lang tln {
ntyp(1,sum) V {attr c=real[1e-10,1e-08],
attr g=real[0,inf]};
ntyp(1,sum) I {attr l=real[1e-10,1e-08],
attr r=real[0,inf]};
ntyp(0,sum) InpV {attr fn=fn(a0),attr r=real[0,inf]};
ntyp(0,sum) InpI {attr fn=fn(a0),attr g=real[0,inf]};
etyp E {};
prod(e:E,s:V->t:I) s<=-var(t)/s.c;
prod(e:E,s:V->t:I) t<=var(s)/t.l;
...
cstr V {acc[
match(0,inf,E,V->[I]),match(0,inf,E,[I]->V),
match(0,inf,E,[InpV]->V),
match(0,inf,E,[InpI]->V),
match(1,1,E,V)]}

cstr I {acc[match(0,1,E,I->[V]),
match(0,1,E,[V,InpV,InpI]->I),
match(1,1,E,I)]} ... }

Figure 7: Ark TLN language definition snippet. The ntyp and etyp

are abbreviations of node-type and edge-type respectively

func br-func ( br:int[0,1]) uses tln{
node IN_V:V;
node I_0:I; node I_1:I;
...
edge <IN_V, I_0>E_0:E; edge <I_0, V_1>E_1:E;
edge <V_3, V_3>E_10:E;
...
set-switch E_6 when br; set-attr IN_V.c=1e-09;
set-attr IN_V.g=0.0;
set-attr I_0.l=1e-09; ... }

Figure 8: Ark function snippet of branched T-Line

4.4. Illustrative Example: TLN Language

We present an example TLN language definition in Figure 7.
The TLN language declares V and I node types, which map
to V and I terms in the discretized Telegrapher’s equations, and
InpV and InpI node types, which provide external input volt-
age and currents into the TLN computation. The V and I node
types contain real-valued c/g and l/r attributes which map to
the C, G, L, and R parameters in the Telegrapher’s equations.

The TLN language defines production rules that derive
the Telegrapher’s equations from node and edge types. For
example, theprod(e:E, s:V->t:I) production rule matches
an edge type E that connects a source node s of type V to a
destination node t of type I, and contributes−var(t)/s.c term
to the source node s’s dynamics2. The V node type implements
a first-order differential equation with a summing reduction
operator, so the−var(t)/s.c term is added to the derivative of s.

The TLN language definition includes validation rules that
ensure the TLN computational model is faithfully implemented.
The validation rule cstr I disallows connections between
I and I node types and the validation rule cstr V disallows
connections between V and V node types.
Branched T-Line Function. Figure 8 presents an Ark function

2var(.) is a convenient function that returns the state variable associated
with the node.

that implements a programmable version of the branched t-line
from Figure 2-(i). The br-func function accepts a br branch
bit and enables the edge connecting the IN_V and I_2 nodes to-
gether if the bit is set. Invoking the functionbr-funcwithbr=0
and returns the dynamical graph of a linear t-line (Figure 2-(ii))
and a branched t-line respectively. The body of the br-func
function uses the TLN language to construct the branched t-line
topology (uses tln). In the above function, all resistances and
conductances are set to zero, all capacitances and inductances
are set to 1e-09, and the InpI_0 is configured to provide a
trapezoidal pulse function with width 2e-8 at time t=0.

4.5. The GmC-TLN Language

Figure 9 presents the GmC-TLN language, which models
the nonidealities of a mismatch-sensitive GmC network. The
GmC-TLN language inherits all types and rules from the TLN
language. All TLN computations are implementable in the
GmC-TLN language and deliver the same dynamics.

The GmC-TLN language defines Vm and Im node types that
inherit from the V and I node types and incorporate the effects
of device mismatch on the Cint parameter in the corresponding
GmC circuit. The Vm and Im node types override the c and l
attributes to accept values between 1e-10 and 1e-08 and are
subject to 10% mismatch. When a value v is written to an Im
node’s mismatched attribute c, c is set to a value sampled from
a normal distribution N(v,0.1v). Because the Vm and Im node
types inherit from the V and O node types, they can be used
anywhere a V node type was originally used.

The GmC-TLN language also defines a mismatched edge
Em that both incorporates the effects of device mismatch on the
gm1 and gm2 device parameters in the GmC circuit. The Em edge
inherits from the E edge and defines 10% mismatched ws and
wt attributes that map to the gm1 and gm2 device parameters.
Because the GmC circuit dynamics change when gm1 ̸=gm2,
the GmC-TLN language defines new production rules for the
Em edge. These production rules implement the modified
Telegrapher’s equations presented in Section 2.3.
Empirical Validation. We randomly generate 1000 valid
GmC-TLN DGs and generate SPICE netlists from these
models with a simple algorithm. We observe (1) all valid DGs
successfully map to a spice-level netlist, (2) the generated
transient dynamics of the DG match the transient dynamics
of the spice-level netlist within a root-mean-squared error of
1%. Therefore, empirically, the GmC-TLN language captures
the dynamics of the spice-level circuit.

4.6. The Ark Framework

Given an Ark program containing language and function
definitions, an end user may invoke any of the defined functions
with Ark. Ark executes the function with the provided arguments
to build the associated dynamic graph and then validates that
the dynamic graph satisfies the local and global validation rules
in the associated language (Section 6). If the dynamic graph
validates, Ark generates differential equations (Section 5) that
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lang gmc-tln inherits tln{
ntyp(1,sum) Vm inherit V
{attr c=real[1e-10,1e-08] mm(0,0.1),
attr g=real[0,inf]};
ntyp(1,sum) Im inherit I
{attr l=real[1e-10,1e-08] mm(0,0.1),
attr r=real[0,inf]};
etyp Em inherit E {attr ws=real[0.5,2] mm(0,0.1),
attr wt=real[0.5,2] mm(0,0.1)
};
prod(e:Em,s:V->t:I) s<=-e.ws*var(t)/s.c;
prod(e:Em,s:V->t:I) t<=e.wt*var(s)/t.l; ... }

Figure 9: Gm-C-TLN language definition snippet.

Algorithm 1 Differential Equation Compilation
Input: dg,langDe f
Output: A system of equations describes the dg dynamics

1: eqs← []
2: eq.append(InitState(dg))
3: for n in Nodes(dg) do
4: eqs.append(LowOrdEqs(langDe f ,n))
5: rhs← []
6: for e in Edges(n) do
7: rule←LookUpProdRule(lagnDe f ,n,e)
8: expr←Rewrite(rule,n,e)
9: rhs.append(expr)

10: eq←FormEq(n,rhs)
11: eqs.append(eq)
12: return eqs

simulate the transient behavior of the graph.

5. Ark Dynamical System Compiler

The Ark compiler processes a dynamical graph and a language
definition as input and generate differential equations. For
each node with order p, the compiler generate p differential
equations with each state variable ni,i=1,...p corresponding
to the ith derivative of the node n. The compilation process,
outlined in Algorithm 1, proceeds as follows: First, the
compiler creates all the necessary state variables with initial
values specified in the dynamical graph. The LowOrdEqs

function generates equations dni
dt = ni+1,i = 1,...p−1 which

describe the node dynamics for orders less than p.
Subsequently, the compiler iterates through each edge

associated with the nodes to determine the pth derivative
of the node. The LookUpProdRule function examines
the node and edge to find an associate production rule
(prod(v0:v1, v2:v3->v4:v5) ProdExpr) in the language
definition. Specifically, the edge’s type determines v1, and
the edge’s direction and the terminal nodes’ types determine
v3 and v5, uniquely identifying the production rule to apply.
If no rule matches immediately, the compiler will trace the
inheritance relation and look up parent types recursively to find
the closest production rule to apply. The Rewrite function
retrieves the expression (ProdExpr) from the rule and returns
new expression with the nodes and edges in the ProdExpr

Algorithm 2 Pattern Matching
1: function ISDESCRIBED(n,pattern)
2: cstrs← []
3: vars←ILPVars(len(edges)×len(pattern))
4: edges←EdgesOf(n)
5: for i,e in enumerate(edges) do
6: for j,cls in enumerate(pattern) do
7: if Matched(n,e,cls) then
8: cstrs.append(ZeroOrOne(vars[i][ j]))
9: else

10: cstrs.append(Zero(vars[i][ j]))
11: cstrs.append(UnityRowSum(vars))
12: cstrs.append(RangedColSum(pattern,vars))
13: return ILPSolve(cstrs)

substituted by the ones currently processed. The expressions
of all edges of the node n are aggregated in FormEq using the
reduction operator specified in the node type, yielding the
equation representing the pth derivative of the node. Following
the procedure, the compiler returns differential equations eqs,
which fully specify the computation of the given dynamical
graph and can be used for transient simulation.

6. Ark Dynamical Graph Validator

The Ark validator takes input as a dynamical graph and a
language definition, performing the validation required
outlined in Section 4.1. The dynamical graph is provided as
an input to the external function (extern-func v) specified in
the language definition, which validates that the graph satisfies
all global validity rules. The graph validates if the function v
returns true. The validator verifies the local validity rules by
iterating through all nodes and checks if they are described by
at least one accepted pattern (acc V Match*) and not described
by any of the rejected patterns (rej V Match*).

We formulate and solve the described relation as an Integer
Linear Programming (ILP) problem in Algorithm 2. The
algorithm accepts as input a node n and a pattern which is
essentially a list of clauses (V Match*), and returns whether
the pattern describes the node. The procedure initializes an
empty list of constraints cstrs and ILP variables vars The
variables denote the assignment of edges to clauses, meaning
if vars[i][ j] = 1, the ith edge of the node n is assigned to the
jth clause of the pattern. Every edge-clause pair is inspected
using the Matched function, which returns true if the edge is
of edge type v0 connected to a node type contained in [vt*]
specified in V Match. If true, var[i][ j] can be assigned to the
clause, meaning it is constrained to be either 0 and 1; var[i][ j]
is constrained to equal 0 otherwise. The constraints specified
in UnityRowSum ensure that each edge is assigned to only one
clause, i.e., ∀i.∑ jvar[i][ j]=1. The RangeColSum encodes the
cardinality constraints specified with the VAtom terms hold for
each clause, i.e., ∀ j.VAtom j,1 <= ∑i var[i][ j] <= VAtom j,2.
The constraints are passed to an ILP solver which returns true
if a satisfying assignment is found and returns false otherwise.
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7. Evaluation
We present two case studies where we formalize analog
compute paradigms and the tradeoffs associated with different
analog realizations with Ark. In each case, we analyze the effect
of incorporating a subset of analog behaviors into the computa-
tion and formulate topological constraints that guide different
analog design problems. Ark’s goal is to enable iterative
co-design flow of domain-specific unconventional compute
paradigms and analog circuits. Therefore, expressiveness and
extensibility are the overarching objectives of the system.

7.1. Cellular Nonlinear Network (CNN)

The cellular nonlinear network [10] analog compute paradigm
performs computation over a topology of locally interconnected
cells, and has applications in image processing, pattern recog-
nition, PDE solving, and security primitives [10, 8, 18, 13].
Researchers have previously developed analog accelerators
that implement the CNN computational paradigm [12, 16].
The following differential equation describes the dynamics of
a CNN with cells xi j:

dxi j

dt
=−xi j+ ∑

(k,l)∈N(i, j)
(Ai j,kl · f (xkl)+Bi j,kl ·ukl)+z (5)

Each cell xi j and accepts an external input ui j. The neighboring
cells (k, l ∈ N(i, j)) and associated external inputs flow into
cell xi j. The Ai j,kl and Bi j,kl matrices apply weights to the
neighboring signals and external inputs, and the nonlinear
activation function f transforms neighboring signals. Each
xi, j also has negative feedback and is subject to a constant bias
z. The cell’s non-linear activation function f is typically a
saturating function (blue line, Figure 11a).
The CNN Language. Figure 10a presents the Ark CNN DSL.
The V and Inp node types map to the xi, j and ui, j variables, and
the Out node type applies the nonlinearity dynamic act to an
incoming xi, j signal. The iE and fE edge types implement the
CNN dynamics. The V node type defines the z parameter, and
the fE edge type defines the g attribute which implements the
A and B parameters.
Hardware Extensions. Figure 10b presents the hw-cnn
extension to the CNN language that codifies the analog CNN
design space and models circuit nonidealities.[17, 38] The Vm,
and fEm node types extend V and fE respectively and override
the g and z attributes to incorporate mismatch in the hardware
realization – this nonideality is reported to affect system
convergence in analog implementations [17]. The OutNL node
type inherits from the Out node type and applies a non-ideal
saturation function sat_ni with nonlinear dynamics near the
saturation points (orange line, Figure 11a). These non-idealities
arise because analog CNN realizations implement saturation
with a MOS differential pair which introduces non-linearities
due to the MOS transistors’ large signal behavior [38].
Edge detection. We implement an edge detector [9] in the
cnn language and then use the hw-cnn language extension

lang cnn {
ntyp(1,sum) V {attr z=real[-10,10]};
ntyp(0,sum) Out {};
ntyp(0,sum) Inp {};
etyp iE {};
etyp fE {attr g=real[-10,10]};
prod(e:fE,s:Inp->t:V) t<=e.g*var(s);
prod(e:iE,s:V->t:Out) t<=sat(var(s));
prod(e:iE,s:V->s:V) s<=s.z-var(s);
prod(e:fE,s:Out->t:V) t<=e.g*var(s);
cstr V {acc[match(1,1,iE,V->[Out]),
match(4,9,fE,[Out]->V),
match(1,1,fE,V)]}

cstr Out {acc[match(4,9,fE,Out->[V]),
match(1,1,iE,[V]->Out)]}

cstr Inp {acc[match(4,9,fE,Inp->[V])]} }

(a) CNN language.

lang hw-cnn inherits cnn{
ntyp(0,sum) OutNL inherit Out {};
ntyp(1,sum) Vm inherit V {attr z=real[-10,10],
attr mm=real[1,1] mm(0,0.1)};
etyp fEm inherit fE {attr g=real[-10,10] mm(0,0.1)};
prod(e:fE,s:Inp->t:Vm) t<=e.g*t.mm*var(s);
prod(e:iE,s:Vm->s:Vm) s<=s.mm*(s.z-var(s));
prod(e:fE,s:Out->t:Vm)
t<=e.g*t.mm*var(s);
prod(e:iE,s:V->t:OutNL) t<=sat_ni(var(s)); }

(b) HW-CNN language.

Figure 10: Ark CNN language definition and extension.

to explore the effect of different analog non-idealities. The
edge detector CNN is provided input image pixels as an
external ui, j input. The value of each cell xi, j at steady state
computes the output pixel pi, j, which is black if an edge is
detected. Figure 11b presents the input image and column
A of Figure 11c presents the expected output image for the
edge detector. Columns B-D present the CNN edge detector’s
behavior with integrator bias (z mismatch), g parameter
mismatch, and non-ideal saturation behavior. These behaviors
are modeled by selectively substituting V, Out, and fE nodes
in the original implementation with non-ideal nodes from
hw-cnn. The rows of Figure 11c capture the evolution of time.
Analysis. We observe all analog nonidealities substantially
affect the transient dynamics of the edge detector. Notably,
designs with mismatched z and g parameters (B, C) converged
more slowly, where g mismatch also yielded an incorrect
output image. The non-ideal saturation function (D) produced
the correct result and actually improved convergence time,
suggesting that some nonidealities have a potentially positive
effect on the computation model.

From this analysis, we can conclude (1) analog CNN designs
should prioritize reducing g mismatch over z mismatch, (2)
introducing certain nonidealities into the non-linearity function
is acceptable, and in some case beneficial. The first point
informs designers of where to expend effort to improve fidelity,
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and the second point suggests a potential axis to explore in
the CNN design space. Overall, this analysis underscores the
importance of early-stage modeling of nonidealities in the
design process, and how studying these nonidealities can aid
in design-space exploration.

7.2. Oscillator-Based Computing (OBC)

Oscillator-based computing (OBC) is an emerging uncon-
ventional compute paradigm that has recently been used to
solve max-cut [7, 36, 32] and graph coloring problems [32]
and perform signal processing tasks like filtering and pattern
recognition [44, 14]. In oscillator-based computing, a network
of coupled oscillators performs computation. The coupling
strength encodes the program inputs, and the synchronization
behavior between oscillators implements the computation. The
phase dynamics of the oscillators are described by the modified
Kuramoto model [36]:

dφi

dt
=−C1·

n

∑
j=1

Ki j·sin(φi−φ j)−C2·sin(2φi) (6)

−1 0 1
−1

0

1

(a) sat (blue) and sat_ni (orange). (b) Input image.

t=0.00

A B C D

t=0.25

t=0.50

t=0.75

t=1.00

(c) Simulation results of an edge detection CNN with different types in
cnn and hw-cnn language modeling hardware non-idealities. A: Ideal
CNN. B: 10% random mismatch in integrator bias. C: 10% random
mismatch in parameters. D: Non-ideal saturation function

Figure 11: Saturation functions and input image to CNN in the
experiments and the observed transient dynamics under different
non-ideal conditions.

lang obc {
ntyp(1,sum) Osc {};
etyp Cpl {attr k=real[-8,8]};
prod(e:Cpl,s:Osc->t:Osc) s<=-1.6e9*e.k*sin(var(s)-var(t));
prod(e:Cpl,s:Osc->t:Osc) t<=-1.6e9*e.k*sin(-var(s)+var(t));
prod(e:Cpl,s:Osc->s:Osc) s<=-1e9*sin(2*var(s)); }

(a) OBC language.

lang ofs-obc inherits obc{
etyp Cpl_ofs inherit Cpl
{attr k=real[-8,8],
attr offset=real[0,0] mm(0.02,0)
};
prod(e:Cpl_ofs,s:Osc->t:Osc)
s<=-1.6e9*e.k*(e.offset+sin(var(s)-var(t)));
prod(e:Cpl_ofs,s:Osc->t:Osc)
t<=-1.6e9*e.k*(e.offset+sin(-var(s)+var(t))); }

(b) Ofs-OBC language.

Figure 12: Ark OBC language definition and extension.

obc offset-obc

d
sync

prob. (%)
slvd

prob (%)
sync

prob. (%)
slvd

prob. (%)
0.01π 94.1 94.1 54.1 54.1
0.1π 94.2 94.1 94.8 94.6

Table 1: Probability of successful synchronization and solving
max-cut problems with OBC and OBC with offset.

The φi variable is the phase of oscillator i, and the
Ki j·sin(φi−φ j) term models the coupling between oscillators i
and j, with Ki j denoting the coupling strength. C1 and C2 are
constant scaling factors. We use 1.6e9 and 1e9 respectively in
the evaluation.
The OBC Language Figure 12a defines an OBC language with
Ark. The Osc node type and Cpl edge type models the oscillator
phase φ and the oscillator coupling behavior respectively. The
Cpl defines an attribute k that maps to the coupling strength K.
The production rules implement the modified Kuramoto model
where the constants Ci and C j are embedded in the expression.
Integrator Bias Hardware Extension Figure 12b presents
the ofs-OBC hardware extension to the OBC language, which
models the effect of analog integrator offset on an integrator-
based OBC accelerator design. Prior work uses integrator and
nonlinear conductors to implement the phase dynamics [36],
which is possible to experience a non-zero offset when fed by
currents emulated the coupling function. The Cpl_ofs node
type inherits the Cpl node type and defines a mismatched offset
attribute offset that biases the coupling terms. The ofs-con
language defines new production rules that capture the effect
of this offset nonideality on the system dynamics.
Max-Cut Solver. We implement a max-cut solver as a
function using the OBC language, and then substitute Cpl with
Cpl_ofs nodes to study the effect of integrator bias on the
max-cut solution. We invoke the maxcut solver function over
1000 unweighted 4-vertex graphs, where the max-cut solver
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lang intercon-obc inherits obc{
ntyp(1,sum) Osc_G0 inherit Osc {};
ntyp(1,sum) Osc_G1 inherit Osc {};
etyp Cpl_l inherit Cpl {attr k=real[-8,8],
attr cost=int[1,1]};
etyp Cpl_g inherit Cpl {attr k=real[-8,8],
attr cost=int[10,10]};
cstr Osc_G0 {acc[match(1,1,Cpl_l,Osc_G0),
match(0,inf,Cpl_l,Osc_G0->[Osc_G0]),
match(0,inf,Cpl_l,[Osc_G0]->Osc_G0),
match(0,inf,Cpl_g,Osc_G0->[Osc]),
match(0,inf,Cpl_g,[Osc]->Osc_G0)
]}

cstr Osc_G1 {acc[match(1,1,Cpl_l,Osc_G1),
match(0,inf,Cpl_l,Osc_G1->[Osc_G1]),
match(0,inf,Cpl_l,[Osc_G1]->Osc_G1),
match(0,inf,Cpl_g,Osc_G1->[Osc]),
match(0,inf,Cpl_g,[Osc]->Osc_G1) ]} }

Figure 13: Intercon-OBC language definition.

maps input edges to coupling strengths and graph nodes to
oscillators. For each graph, the oscillator phases are extracted
from the max-cut solver simulation at steady-state. Oscillator
nodes with phases that are within d radians of 0 and π are placed
in partition 0 and partition 1, respectively; oscillators with
other phases are marked unknown. The d deviation tolerance
parameter is configurable and external to the analog circuit.

Table 1 summarizes the simulation results. For the obc max-
cut solver, the correct partition is returned 94% of the time. Con-
versely, the max-cut solver with the integrator bias nonideality
only successfully partitions graphs 54.1% percent of the time
d. We study the dynamics of the nonideal max-cut solver and
find the oscillator phase experiences slight jitter. We increase
the phase tolerance from 0.01π to 0.1π to absorb this jitter and
find the non-ideal max-cut solver attains 94% accuracy with
this new parametrization. In this study, we used Ark to analyze
analog non-idealities, which were then attenuated by applying a
compensation technique external to the circuit. This mitigation
approach allowed us to significantly improve the max-cut solver
without actually improving the fidelity of the underlying circuit.
Modeling Routing Tradeoffs. Figure 14 presents the
intercon-OBC extension to the OBC language, which captures
the design tradeoffs associated with different kinds of coupled
oscillator interconnect – a critical aspect in OBC design. The
language lets end-users intermix all-to-all connections [32] and
neighboring connections in the OBC computations. [5] All-to-
all connections offer exceptional programmability but require
significantly larger area as more programmable interconnect is
required. Neighboring connections are less flexible but signifi-
cantly more resource-efficient. The impact of this particular de-
sign decision is significant: the all-to-all chip [32] implemented
30 oscillators and devoted most area to routing circuitry, while
the neighboring connection chip [5] implemented 560 oscilla-
tors with minimal routing circuitry. Both chips were fabricated
with the CMOS 65nm technology and used 1.44 mm2 chip size.

The intercon-OBC language formalizes the trade-off be-
tween programmability and resource utilization. This language

lang mm-tln inherits tln{
ntyp(1,sum) Vm inherit IdealV
{attr c=real[1e-10,1e-08] mm(0,0.1),
attr g=real[0,inf]};
ntyp(1,sum) Im inherit IdealI
{attr l=real[1e-10,1e-08] mm(0,0.1),
attr r=real[0,inf]};
etyp Em inherit IdealE {attr ws=real[0.5,2] mm(0,0.1),
attr wt=real[0.5,2] mm(0,0.1)
};
prod(e:Em,s:IdealV->t:IdealI) s<=-e.ws*var(t)/s.c;
prod(e:Em,s:IdealV->t:IdealI)
t<=e.wt*var(s)/t.l;
prod(e:Em,s:IdealI->t:IdealV)
s<=-e.ws*var(t)/s.l;
prod(e:Em,s:IdealI->t:IdealV)
t<=e.wt*var(s)/t.c;
prod(e:Em,s:InpV->t:IdealV)
t<=e.wt*(-var(t)+s.fn(times))/(s.r*t.c);
prod(e:Em,s:InpV->t:IdealI)
t<=e.wt*(-s.r*var(t)+s.fn(times))/t.l;
prod(e:Em,s:InpI->t:IdealV)
t<=e.wt*(-s.g*var(t)+s.fn(times))/t.c;
prod(e:Em,s:InpI->t:IdealI)
t<=e.wt*(-var(t)+s.fn(times))/(s.g*t.l);
}

Figure 14: Intercon-OBC language definition.

defines two edge types Cpl_l and Cpl_g, which implement
edges for local and global connections, respectively. The
Cpl_l and Cpl_g edges define a cost attribute, which speci-
fies the resource cost of a connection. Local edges are assigned
a lower cost than global edges. The OBC language defines
validation rules that mandate connections across groups to be
realized using Cpl_g edges. These rules ensure the connectiv-
ity restrictions associated with local and global edge types are
enforced at compile-time. With intercon-OBC, we can soundly
architect global-local interconnect topologies that capture
programmability/efficiency trade-off points in the design space.

8. Related Works

Empirical Studies: Researchers have characterized the impact
of non-idealities on solution quality, convergence time, and sta-
bility for cellular nonlinear networks [17] and oscillator-based
computing [44, 7, 5, 36]. These studies involve experts with a
deep understanding of both the computing paradigm and analog
circuitry and present the paper as a technical artifact. Our
work complements this research and focuses on codifying both
analog compute paradigms and the analog circuit constraints
with a unified representation accessible to both parties, enabling
collaboration between domain specialists and analog designers.
Analog Models. Analog behavioral modeling languages such
as Verilog-A and Verilog-AMS [37, 31, 46, 39] and Analog
MacroModels [45, 15, 6] are typically used to model analog
behavior for system-level design. These models are usually
constructed from a transistor-level circuit design and apply
simplifications or elide certain analog behaviors (e.g., transient
behavior) to improve the performance of the model and focus
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on the modeling of classical circuits for circuit designer’s use.
In contrast, our method targets early design-space exploration
for the co-design of novel compute paradigms and analog
circuits, which require accessible models for non-circuit do-
main specialists and support of iterative modeling over circuit
specification before a transistor-level circuit is presented.
Structured Math Abstractions. Many fields use structured
math representations of continuous-time systems, such
as signal-flow graphs and block diagrams [23, 28, 43].
These representations compose basic math elements (e.g.,
multiplication, filtering) together to construct a higher-level
computation. These approaches are hardware agnostic and do
not support easy incorporation of analog design constraints
and nonidealities. In contrast, Ark captures both analog design
tradeoffs and restrictions and models the overall dynamics of
the continuous-time system.
Analog Computer Specifications. Compiler-writers have also
developed analog hardware specification languages to capture
the capabilities of GPAC analog computing platforms [4, 2, 3].
These languages cannot effectively model analog compute
paradigms with interacting elements (e.g., OBC, CNN
models), and rely on algorithms to implement certain hardware
constraints (e.g., current fanout). Our language can support
a range of compute models, including compute models with
interacting elements, and supports the specification of the
aforementioned interconnect restrictions.

9. Conclusion
Reconfigurable analog circuits are promising substrates
for unconventional compute paradigms tailored to specific
domains. We present the Ark programming language for
specifying these novel compute paradigms while incorporating
analog constraints and trade-off space. Ark enables progressive
modeling of analog behaviors with computations and provides
a validator and dynamical system compiler for verifying and
simulating the computations. We describe three unconventional
computing paradigms with Ark and demonstrate that Ark aids
design space exploration and co-design of the computation
with the analog circuits. Therefore, Ark takes a key step towards
an agile design of novel compute paradigms, enhancing
collaboration among experts from diverse backgrounds, and
thereby stimulating innovation.
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