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Abstract

Submodular optimization finds applications in machine learning and data mining. In this pa-
per, we study the problem of maximizing functions of the form h = f−c, where f is a mono-
tone, non-negative, weakly submodular set function and c is a modular function. We design
a deterministic approximation algorithm that runs with O( n

ϵ log n
γϵ ) oracle calls to function

h, and outputs a set S̃ such that h(S̃) ≥ γ(1 − ϵ)f(OPT) − c(OPT) − c(OPT)
γ(1−ϵ) log f(OPT)

c(OPT) ,
where γ is the submodularity ratio of f . Existing algorithms for this problem either admit
a worse approximation ratio or have quadratic runtime. We also present an approximation
ratio of our algorithm for this problem with an approximate oracle of f . We validate our
theoretical results through extensive empirical evaluations on real-world applications, in-
cluding vertex cover and influence diffusion problems for submodular utility function f , and
Bayesian A-Optimal design for weakly submodular f . Our experimental results demonstrate
that our algorithms efficiently achieve high-quality solutions.

1 Introduction

Submodular function optimization is a fundamental combinatorial optimization problem with broad applica-
tions such as feature compression, document summarization, movie recommendation, information diffusion,
ad allocation, among others Bateni et al. (2019); Sipos et al. (2012); Halabi et al. (2022); Li et al. (2023);
Kempe et al. (2003); Tang & Yuan (2016). Due to their broad applicability, the last decade has seen a surge
of work on variants of submodular optimization problems. Even though many submodular optimization
problems are NP-hard, several variants have been shown to admit efficient approximation algorithms and
are amenable to rigorous theoretical analysis.

Driving Problem. In the study of submodular maximization under knapsack/cost constraints (SMK),
there is an additional cost function c over the ground set. The cost function is modular, i.e., c(S) =∑

x∈S c(x). Given a monotone submodular function f , a cost function c, and a budget B, the goal is to find
a set S that maximizes f(S) under the constraint that c(S) ≤ B. When the cost function is uniform, SMK
reduces to the classical submodular maximization with a cardinality constraint problem (SMC). SMK has
numerous real-world applications; for instance, in viral marketing Kempe et al. (2003), the revenue function
(also called influence function) is often modeled as a monotone submodular function f , and every user is
associated with a cost. The goal is to find a seed set that maximizes the revenue under the constraint that
the total cost of the seeds does not exceed B. However, maximizing the revenue may not guarantee maximal
profit, which is the difference between achieved revenue and the cost. Thus, an alternate way to formulate
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Table 1: Comparisons of related works for unconstrained f − c problem. γ is the submodularity ratio of
a weakly submodular f . “WS" checks if the algorithm applies to weakly submodular f , and Det means
“deterministic".

Algorithm Approximation Bound Query Complex. WS f? Det?

UDG Harshaw et al. (2019) (1 − e−γ)f(OPT) − c(OPT) O(n) Yes No
ROI Jin et al. (2021) f(OPT) − c(OPT) − c(OPT) log f(OPT)

c(OPT) O(n2) No Yes
UP (this paper) γ(1 − ϵ)f(OPT) − c(OPT) − c(OPT)

γ(1−ϵ) log f(OPT)
c(OPT) O( n

ϵ
log n

γϵ
) Yes Yes

the profit maximization problem is to maximize the function h = f−c. This maximization problem is known
as regularized unconstrained submodular maximization Bodek & Feldman (2022).

In certain application scenarios, such as the Bayesian A-Optimal design problem, the underlying function
f is non-submodular, but only weakly submodular Harshaw et al. (2019). This motivated the researchers
to study the maximization of h = f − c problem where f is non-submodular. Specifically, given f be a
monotone weakly submodular function and c be a modular cost function. The Regularized Unconstrained
Weakly-Submodular Maximization (RUWSM) problem is defined:

RUWSM : arg max
S⊆V

f(S)− c(S)

In certain scenarios, evaluating the submodular function f might be intractable, and one may only have the
ability to query a surrogate function f̃ that is approximate to f Cohen et al. (2014). In this case, we refer
to the maximization of f − c problem as Regularized Unconstrained Approximate-Submodular Maximization
(RUASM).

Hardness. We make a few remarks about the general difficulty of the above problems. When f is
monotone (weakly) submodular and c is modular, the function h = f − c is (weakly) submodular. However,
the function h can be non-monotone and is potentially negative. Much of the prior work on submodular
maximization focuses on the case when the underlying function is positive. The fact that h could be negative
places significant obstacles in designing approximation algorithms. Indeed, it is known that the problem of
maximizing non-positive submodular functions does not admit constant multiplicative factor approximation
algorithms Papadimitriou & Yannakakis (1988); Feige (1998); Bodek & Feldman (2022).

Randomized vs. Deterministic Algorithms. While randomization has proven valuable in developing
approximation algorithms for submodular maximization Mirzasoleiman et al. (2015); Harshaw et al. (2019),
its practical use presents challenges. Unlike deterministic algorithms, which offer consistent results, ran-
domized algorithms provide approximation ratios only in expectation. This means that there is a chance
of obtaining a poor solution with a constant probability. To achieve the desired approximation ratio with
high probability, typically, O(log n) independent repetitions of the algorithm are necessary, which might not
be feasible or practical Chen & Kuhnle (2023). Furthermore, although some algorithms for submodular
optimization can be derandomized, this often comes at the cost of a polynomial increase in time complexity
Buchbinder & Feldman (2018).

State of the Art Algorithms. Harshaw et al. (2019) presented a randomized algorithm referred to
as unconstrained distorted greedy (UDG) to address the RUWSM problem. Their algorithm produces a
set S such that expected value of f(S) ≥ (1 − e−γ)f(OPT) − c(OPT), and the algorithm makes O(n)
oracle calls to function f .1 Note that the approximation guarantee holds only in expectation; to make this
a high-probability event, one should run the algorithm multiple (O(log n)) times and output the median.
Subsequently, Jin et al. (2021) developed a deterministic algorithm, referred to as ROI greedy, for addressing
the RUSM problem (when f is submodular). The algorithm produces a set S such that h(S) ≥ f(OPT)−

1γ is the submodularity ratio for a weakly submodular function f ; when γ = 1, the function is submodular, see Section 2
for a formal definition of submodularity ratio.
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c(OPT) − c(OPT) log f(OPT)
c(OPT) within O(n2) oracle calls to f . The authors also proved the tightness of this

approximation bound.

In the context of these works, a natural question arises for the RUWSM problem: Can one design a deter-
ministic algorithm that matches the approximation guarantee of the ROI algorithm while achieving a runtime
closer to that of the UDG algorithm?

In this work, we affirmatively answer this question.

Our Contributions. We design a fast approximation algorithm for the regularized unconstraint submod-
ular maximization problems. To the best of our knowledge, this is the first near linear time deterministic
algorithm that applies to submodular, weakly submodular and even approximately weakly submodular func-
tions f .

We establish almost tight approximation bounds of the proposed algorithm in the context of submodular,
weakly submodular and approximately submodular functions f . Specifically, when f is submodular, our
approximation ratio almost matches the tight approximation ratio achieved by ROI Jin et al. (2021) with an
improved runtime. Compared to the linear-time randomized algorithm Harshaw et al. (2019), our approxi-
mation is better when ϵ ∈ (0, 0.15]. Additionally, we show that our algorithm and can be applied to more
generalized scenarios when the algorithm only has access to an approximate oracle for a (weakly) submodular
function f . Table 1 summarizes the results.

We have conducted extensive experiments with various types of (weakly) submodular functions in the ap-
plications of vertex cover, influence maximization and Bayesian A-optimal design. For fair comparisons to
the baselines, we have designed a modified ROI algorithm and derived its approximation guarantees when f
is weakly submodular. Experimental results present the high quality of our results, and the execution time
indicates the viability of our algorithm in addressing problems with real data sets.

1.1 Related Works

The classical work of Nemhauser et al. (1978) presented a greedy algorithm with a (1− 1/e) for maximizing
a monotone submodular function f with cardinality constraint. This algorithm makes O(kn) calls to the
submodular function. Currently, the best-known deterministic algorithms for this problem achieve an ap-
proximation ratio of (1 − 1/e − ϵ) while making O( n

ϵ ) calls Li et al. (2022); Kuhnle (2021). For knapsack
constraint, the greedy algorithm due to Sviridenko (2004) achieves (1− 1/e) approximation ratio at the cost
of a high time complexity O(n5). Subsequent research has focused on improving the algorithm’s runtime
while accepting a slight reduction in approximation quality Badanidiyuru & Vondrák (2014); Ene & Nguyen
(2019); Feldman et al. (2023); Yaroslavtsev et al. (2020); Li et al. (2022); Zhu et al. (2024). For the matroid
constraint, the natural greedy algorithm archives an approximation ratio of 1/2 Nemhauser et al. (1978).
The seminal work of Călinescu et al. (2011) developed a randomized algorithm that achieves the optimal ap-
proximation ratio of 1−1/e. Furthermore, Buchbinder et al. (2019) proposed the first deterministic algorithm
with an approximation ratio of 0.5008. Additionally, more submodular maximization algorithms are devel-
oped and analyzed in the context of submodular constraints, dynamic constraints Roostapour et al. (2019);
Bian et al. (2021), dynamic stream settings Lattanzi et al. (2020); Duetting et al. (2022) and distributed
fashion Bateni et al. (2018); Fahrbach et al. (2019); Zhang et al. (2023).

Regularized Submodular Maximization. Buchbinder et al. (2015) proposed a greedy algorithm admit-
ting an approximation ratio of 1/2, provided f(S) > c(S) holds for every S ⊆ V . Harshaw et al. (2019)
studied the RUWSM problem and its variant where a cardinality constraint is imposed. Nikolakaki et al.
(2021) developed a framework that produces a set S such that h(S) ≥ 1/2f(OPT)− c(OPT) for cardinality
and online unconstrained problems when f is submodular. Jin et al. (2021) proposed ROI-Greedy for the
RUSM problem that guarantees a tight positive bound as long as f(OPT) > c(OPT). The works of Bodek
& Feldman (2022); Qi (2024) studied this problem (and generalizations) when the submodular function f
is not necessarily monotone. Other constrained f − c maximization problems are also studied in Sviridenko
et al. (2017); Cui et al. (2023). There has been a large body of work that focused on various submodular
optimization problems when the algorithm has only access to an approximate/noisy oracle Hassidim & Singer
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(2017); Qian et al. (2017); Crawford et al. (2019); Nie et al. (2023); Halabi & Jegelka (2020). The works
of Gong et al. (2023); Geng et al. (2022); Wang et al. (2021) studied constrained regularized submodular
maximization in the presence of approximate oracles. There also exist fast approximation algorithms for the
variant when the function c is also submodular Padmanabhan et al. (2023); Perrault et al. (2021).

2 Preliminaries

Notations. Given a ground set V of size n and a utility function f : 2V → R≥0, f is monotone if for
any subsets S ⊆ T ⊆ V , f(T ) ≥ f(S). The marginal gain of adding an element x ∈ V \ S into S ⊆ V is
f({x}|S) ≜ f(S∪{x})−f(S). We write f({x}|S) = f(x|S) for brevity. In this paper, we consider normalized
f , i.e., f(∅) = 0. A function f is (weakly) submodular if, for any set S ⊆ T ⊆ V and any element x ∈ V \T ,
the marginal gain of the function value of adding x to S is at least the marginal gain in the function value
of adding x to a larger set T . Formally,
Definition 1 (Submodularity). For any set S ⊆ T ⊆ V and x ∈ V \ T , a set function f : 2V → R≥0 is
submodular if

f(S ∪ {x})− f(S) ≥ f(T ∪ {x})− f(T ). (1)

This property is referred to as diminishing return. A weakly submodular set function f Das & Kempe (2011)
is an extension of the submodular function and is defined as follows.
Definition 2 (γ-submodularity). A set function f : 2V → R≥0 is γ-weakly submodular if for every set
S ⊆ T ⊆ V : ∑

u∈T \S
f(u | S) ≥ γ

(
f(T )− f(S)

)
. (2)

γ ∈ (0, 1] is referred to as the submodularity ratio and f is submodular iff γ = 1.

We define the δ-approximate function f̃ that is within δ-error of the actual oracle f .
Definition 3 (δ-approximate). A set function f̃ is δ-approximate to the utility function f if for every S ⊆ V ,

|f(S)− f̃(S)| ≤ δ

A cost function c : 2V → R+ is modular or linear if the equality of Eq. (1) holds. The density of an element
e adding to set S is defined to be f(e|S)

c(e) . Define cmax = maxe∈V c(e) and cmin = mine∈V c(e).

Oracles. In this paper, our algorithms are designed under the standard value oracle model, which assumes
that an oracle is capable of returning the value f(S) when provided with a set S ⊆ V . The specific value of
f(S) may depend on the problem at hand, such as the expected influence spread in influence diffusion Kempe
et al. (2003), the covered vertices in directed vertex coverage, or the reduction in variance in Bayesian A-
Optimal design Harshaw et al. (2019). As is customary, the computational complexity analyses of our
algorithms are based on the number of oracle calls. For RUASM, we assume the algorithm can only access
a δ-approximate oracle for f . For experiments, we also report and compare the function/oracle evaluations
regarding running time.

3 The Algorithm and Approximation Results

In this section, we present a deterministic fast Unconstrained Profit (UP) algorithm (Algorithm 1) and the
approximation results for the RUWSM and RUASM problems.

3.1 Overview and Techniques

Our goal is to attain the approximation guarantee similar to ROI-Greedy Jin et al. (2021) using an efficient
(close to linear time) deterministic algorithm for weakly submodular f . Lazy evaluations Minoux (2005) are
commonly used for accelerations in submodular maximization problems. However, applying lazy evaluations
to weakly submodular f is challenging due to unpredictable marginal gains Harshaw et al. (2019). Moreover,
lazy evaluations though do not improve asymptotic time bounds. Another possible approach is to investigate
the applicability of threshold technique Badanidiyuru & Vondrák (2014) to accelerate the Greedy algorithm.
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Algorithm 1 UP(f, c, γ, ϵ)
1: Input: utility function f , cost function c, submodularity ratio γ, error threshold ϵ.
2: Output: S̃ = arg maxSi,i∈[n] f(Si)− c(Si).
3: S0 ← ∅; i← 1
4: u(e)← 0 for all e ∈ V

5: PQ← priority_queue({( f(e)
c(e) , e) | e ∈ V })

6: while True do
7: Remove entries from PQ where the density(key) ≤ γ
8: if PQ is empty then
9: Terminate the Algorithm

10: end if
11: (τi, vi)← PQ.getTopAndRemove()
12: u(vi) + +
13: if f(vi|Si−1)

c(vi) ≥ max{γ, (1− ϵ)τi} then
14: Si ← Si−1 ∪ {vi}
15: i + +
16: Continue to the Next Iteration
17: end if
18: if u(vi) ≤

log n
γϵ

ϵ then
19: PQ.push(( f(vi|Si−1)

c(vi) , vi))
20: end if
21: end while

Traditional Threshold Algorithms. For constrained monotone submodular maximization with a car-
dinality constraint (solution set size ≤ k), the natural greedy algorithm iterates k times, adding one element
with the maximum marginal gain in each iteration. In contrast, the thresholding technique-based algo-
rithm maintains a global threshold and adds potentially multiple elements whose marginal gain exceeds the
threshold in each iteration. The threshold decreases geometrically, limiting the total iterations to O( 1

ϵ log n
ϵ ).

As there are at most n oracle calls for marginal gain computation in each iteration, the overall runtime is
O( n

ϵ log n
ϵ ), which is faster than the natural greedy algorithm with O(nk) runtime. Badanidiyuru & Vondrák

(2014) proved that the thresholding technique maintains the quality of results, achieving an approximation
ratio of (1− 1/e− ϵ) (as opposed to (1− 1/e) by the natural greedy algorithm). Variants of threshold algo-
rithms Ene & Nguyen (2019); Amanatidis et al. (2020) have found effective applications in other submodular
maximization problems.

A natural idea is to adapt this threshold idea to address the RUWSM problem. There are, however, obstacles
to a direct adaption: (1) The threshold algorithm usually requires that the maximized function is monotone
and submodular. In contrast, the RUWSM problem is about maximizing h = f − c, where h can be
non-monotone or non-submodular; (2) The running time is unbounded since it will use the maximal density
(unbounded for a general f) to initialize the global threshold. The justifications are deferred to the Appendix
(Section A.2).

Our Algorithm. We now discuss our strategy for addressing the RUWSM problem. Instead of using a sin-
gle global threshold, we maintain a threshold for each element – whenever the value exceeds the corresponding
threshold within a specific error range, we add the element to the partial solution set.

Algorithm 1 initializes an empty set S0, sets up counters u(·) for each element e ∈ V (keep track of how
many times an element has been evaluated), and creates a priority queue PQ sorted in non-decreasing order
based on the densities (f(e)/c(e)).

The algorithm proceeds as follows. First, line 7 removes entries from the priority queue PQ where the
density falls below the submodularity ratio γ. This procedure will reduce unnecessary evaluations because
the removed elements negatively impact the objective value f − c. Within the main loop, the algorithm

5



Thm. 1

Def. 2

2

Alg. 1, line 7, 18
Lem. 8Claim 5

Lem. 6 Cor. 7
Lem. 3 Claim 4

Lem. 2

Case
1

γ(1−ϵ)c(S ℓ
)<

A

Case 2γ(1−ϵ)c(S
ℓ )≥A

Case 2.1

f(S j
)≥γ(1−ϵ)f(OPT) Case 2.2

f(S
j )<

γ(1−
ϵ)f(OPT)

Figure 1: Roadmap of the proof of Theorem 1.

retrieves the element vi with the highest density τi from the priority queue. Then it evaluates the new
density of vi w.r.t. current set Si−1 and increments the counter for vi (lines 12-13). If the new density is
within ϵ error threshold of τi, the algorithm adds vi to the current subset Si−1. To avoid excessive evaluation
of densities corresponding to an element, the algorithm (line 19) checks if the evaluations for vi have been
performed for (log n

γϵ )/ϵ times. If it is, then vi will be discarded since it will not make significant contributions
to the objective value; otherwise, the element is pushed back into the priority queue for potential evaluations
in future iterations. The algorithm continues this process until no elements are left in the priority queue.
The returned solution set S̃ is the one that realizes the best objective value among all intermediate solution
sets.

The proceeding theorem states the approximation guarantees of Algorithm 1 for addressing the RUWSM
problem (weakly submodular utility function f). The approximation extends to the scenario of submodular
f when setting γ = 1.
Theorem 1. Given a monotone γ-submodular function f : 2V → R≥0 and a modular cost function c, an
error threshold ϵ ∈ (0, 1), after O( n

ϵ log n
γϵ ) oracle calls to f , Algorithm 1 outputs S̃ such that

f(S̃)− c(S̃) ≥ γ(1− ϵ)f(OPT)− c(OPT)− 1
γ(1− ϵ)A

where A = c(OPT) log f(OPT)
c(OPT) .

3.2 Theoretical Analysis of Theorem 1

We now proceed by presenting a roadmap of the proof for Theorem 1 by illustrating the definitions, lemmas,
and claims used to discharge the proof of the theorem. As depicted in Figure 1, each node corresponds to
a theorem, lemma, claim, etc., and the incoming directed edge captures the necessity of the source node in
the proof of the destination node. Some edges are annotated with conditions under which the source node
leads to the destination. For instance, if the condition in Case 2.2 holds, Lemma 8 is valid and implies the
validity of Theorem 1.

In our proof, we will proceed with the leaf-level lemmas and claims and work our way toward the root of the
tree.

3.2.1 Useful Lemmas

We start with Lemmas 2 and 3. Let ℓ be the value of i at the termination of Algorithm 1. Lemma 2 lower
bounds the marginal gain when adding an element to the solution set. With Lemma 2, Lemma 3 gives the
lower bound of the f value of a solution set at some iteration.
Lemma 2. For all i ∈ [1, ℓ] and if vi is the element added to Si−1, then

f(vi|Si−1) ≥ γ(1− ϵ) c(vi)
c(OPT)

(
f(OPT)− f(Si−1)

)
.

6



Proof. Since vi is the element added to Si−1 at line 14 of the algorithm, f(vi|Si−1)
c(vi) ≥ (1− ϵ)τi is satisfied.

Furthermore, for every ∀u ∈ OPT \ Si−1, u is either equal to vi or does not satisfy the condition in line 13.
Hence,

f(vi|Si−1)
c(vi)

≥ (1− ϵ)τi ≥ (1− ϵ)f(u|Si−1)
c(u) . (3)

We then derive the following inequality.

f(OPT)− f(Si−1) ≤ 1
γ

∑
u∈OPT\Si−1

f(u|Si−1) by Def. (2)

≤ 1
γ

∑
u∈OPT\Si−1

c(u)
1− ϵ

· f(vi|Si−1)
c(vi)

due to Eq. (3)

≤ 1
γ(1− ϵ)

f(vi|Si−1)
c(vi)

c(OPT).

Rearranging the last inequality concludes the proof.

Lemma 3. For all i ∈ [1, ℓ], if vi is the element added to Si−1 and f(Si) = f(Si−1 ∪ {vi}), then

f(Si) ≥
(

1−
i∏

s=1

(
1− γ(1− ϵ) c(vi)

c(OPT)

))
f(OPT). (4)

Proof Sketch. We prove this lemma by induction. We verify the base case (i = 1) using Lemma 2; note
that f(∅) = 0. Next, for every i > 1, as an induction hypothesis, assume ∀j ∈ [1, i − 1], Eq. (4) holds. We
can express f(Sj+1) in the form of f(Sj+1) = f(Sj) + f(vj+1|Sj), and apply Lemma 2 to f(vj+1|Sj) and
the induction hypothesis to f(Sj) to wrap up the proof. 2

3.2.2 Proof of Theorem 1

Let Sℓ with size ℓ be the set at the termination of Algorithm 1. We divide the proof of Theorem 1 into two
cases based on the relationship between A and c(Sℓ).

Case 1: γ(1 − ϵ)c(Sℓ) < A. Consider each element u ∈ OPT \ Sℓ that was not included in Sℓ; such an
element can be categorized into two sets O1 and O2 with corresponding reasons.

• O1 is the set of elements removed at line 7.
The density of these elements is ≤ γ at some point before the algorithm ends. Therefore, for u ∈ O1,
if f(u|Su)

c(u) is the density (key) of u the last time it appears in the priority queue, then we have
Su ⊆ Sℓ. By the property of diminishing return, we have

f(u|Sℓ)
c(u) ≤ f(u|Su)

c(u) ≤ γ. (5)

• O2 is the set of elements for which the line 18 condition was not satisfied.
In other words, these elements have been evaluated at line 13 for (log n

γϵ )/ϵ times. Note that for any
u ∈ O2, the initial density of u in the priority queue is f(u)

c(u) . Thus, we have:

f(u|Sℓ)
c(u) ≤ f(u|Su)

c(u) ≤ (1− ϵ)
log n

γϵ
ϵ

f(u)
c(u) . (6)

7



From Eq. (6), we can further derive ∀u ∈ O2,

f(u|Su) ≤ (1− ϵ)
log n

γϵ
ϵ f(u)

≤ (1 + ϵ)−
log n

γϵ
ϵ f(u) due to 1− ϵ ≤ 1

1+ϵ

≤ (1 + ϵ)−
log n

γϵ
log 1+ϵ f(u) due to ϵ ≤ log 1 + ϵ

= (1 + ϵ)− log1+ϵ
n
γϵ f(u) = γϵ

n
f(u). (7)

Therefore, for Case 1, we have

f(OPT)− f(Sℓ)− c(OPT) ≤ 1
γ

∑
u∈OPT\Sℓ

f(u|Sℓ)− c(OPT)

≤ 1
γ

(∑
u∈O1

f(u|Sℓ) +
∑

u∈O2

f(u|Sℓ)
)
− c(OPT)

≤ 1
γ

(∑
u∈O1

f(u|Sℓ) +
∑

u∈O2

f(u|Sℓ)
)
−
∑

u∈O1

c(u)

=
(∑

u∈O1

1
γ

f(u|Sℓ)− c(u)
)

+ 1
γ

∑
u∈O2

f(u|Sℓ)

≤ 0 + 1
γ

∑
u∈O2

γϵ

n
f(u) from Eq. (5) and (7)

≤ ϵf(OPT).

The first inequality is due to monotonicity and weak-submodularity (Def. 2) of f . The last inequality holds
because O2 ⊆ OPT, |OPT| ≤ n and f(u) ≤ f(OPT) for u ∈ OPT \ Sℓ. Thus, we have f(OPT) − f(Sℓ) −
c(OPT) ≤ 1

γ

∑
u∈O2

γϵ
n f(u) ≤ ϵf(OPT).

Combining the above inequality with the Case 1 condition (γ(1− ϵ)c(Sℓ) < A), we have

f(S̃)− c(S̃) ≥ f(Sℓ)− c(Sℓ) ≥ (1− ϵ)f(OPT)− c(OPT)− 1
γ(1− ϵ)A.

This concludes the proof of the theorem for Case 1. 2

Case 2: γ(1− ϵ)c(Sℓ) ≥ A.
In this case, there exist t ∈ [1, ℓ] such that:

c(St−1) <
1

γ(1− ϵ)A ≤ c(St) (8)

We further divide Case 2 into two sub-cases: (2.1) and (2.2).

Case 2.1: For some j ∈ [1, t− 1], f(Sj) ≥ γ(1− ϵ)f(OPT).
Note that Algorithm 1 outputs S̃ = arg maxSi,i∈[n] f(Si)− c(Si). Therefore, for some j ∈ [1, t− 1]

h(S̃) ≥ f(Sj)− c(Sj) ≥ γ(1− ϵ)f(OPT)− A

γ(1− ϵ)

≥ γ(1− ϵ)f(OPT)− c(OPT)− A

γ(1− ϵ) .

This concludes the proof of the theorem for sub-case 2.1. 2
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Case 2.2: For all j ∈ [1, t− 1], f(Sj) < γ(1− ϵ)f(OPT).
As illustrated in the proof path, we have already proved the Lemmas 2 and 3. We will now prove the
necessary properties conditioned on the sub-case 2.2. The following two claims give the properties of the
cost of every single element in set St.
Claim 4. Under the Case 2.2, the following holds: ∀ j ∈ [1, t− 1] : c(vj) ≤ c(OPT).

Proof Sketch: We prove this claim by contradiction. Assume there exist some j ∈ [1, t− 1] that c(vj) >
c(OPT). Under Case 2.2 condition, f(Sj) < γ(1−ϵ)f(OPT) is true. Then if we apply Lemma 2 to f(vj |Sj−1)
of f(Sj) = f(Sj−1) + f(vj |Sj−1), we can derive f(Sj) ≥ γ(1− ϵ)f(OPT), which is a contradiction. 2

Claim 5. Under the Case 2.2, if we denote Bj = A− γ(1− ϵ)c(Sj), then we have c(vt) > Bt−1.

Proof.

c(vt) = c(St)− c(St−1) ≥ 1
γ(1− ϵ)A− c(St−1)

= 1
γ(1− ϵ)

(
A− γ(1− ϵ)c(St−1)

)
≥ A− γ(1− ϵ)c(St−1) = Bt−1.

The first inequality follows from the case 2 condition Eq. (8).

Next, we present Lemma 6 that upper bounds the optimal objective value f(OPT)− c(OPT). Furthermore,
under the condition of Case 2.2, a corollary that upper bounds f(Sj) can be derived from the lemma. As
illustrated in the proof roadmap in Figure 1, the lemma and corollary are necessary for the proof of Lemma
8, which wraps up the proof of Case 2.2 of the theorem.
Lemma 6. Under the Case 2.2, the following holds: for all j ∈ [1, t− 1], if Bj = A− γ(1− ϵ)c(Sj), then

f(OPT)− c(OPT) ≤ Bj(f(OPT)− f(Sj))
c(OPT) + f(Sj).

Proof. We divide this proof into two cases based on the valuations of Bj and c(OPT).

• If Bj > c(OPT): The lemma holds immediately.

• If Bj ≤ c(OPT): We first solve the right hands side of the inequality by splitting it into a part with
f(Sj) and without f(Sj). Then we can further apply Lemma 3 to the former.

Bj(f(OPT)− f(Sj))
c(OPT) + f(Sj) =

(
1− Bj

c(OPT)

)
f(Sj) + Bj

c(OPT)f(OPT)

≥
(

1− Bj

c(OPT)

)(
1−

j∏
k=1

(
1− γ(1− ϵ) c(vk)

c(OPT)

))
f(OPT)︸ ︷︷ ︸

follows from Lemma 3

+ Bj

c(OPT)f(OPT)

= f(OPT)−
((

1− Bj

c(OPT)

) j∏
k=1

(
1− γ(1− ϵ) c(vk)

c(OPT)

))
f(OPT)

=
(

1−
(

1− Bj

c(OPT)

) j∏
k=1

(
1− γ(1− ϵ) c(vk)

c(OPT)

))
f(OPT)

≥

1−
(

1− Bj + γ(1− ϵ) ·
∑j

k=1 c(vk)
(j + 1) · c(OPT)

)j+1
 f(OPT)
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The last inequality holds due to the following known inequality:

1−
n∏

i=1

(
1− xi

y

)
≥ 1−

(
1−

∑n
i=1 xi

ny

)n

(9)

where xi, y ∈ R+ and xi ≤ y for i ∈ [n].

Consider ∀k ∈ [1, j], xk = γ(1− ϵ)c(vk), xk+1 = Bj and y = c(OPT). Note that, ∀k ∈ [1, j], γ(1− ϵ)c(vk) ≤
c(OPT), which follows from Claim 4 and γ(1 − ϵ) ≤ 1. Also, Bj ≤ c(OPT) follows from the condition for
this case. Therefore, the last inequality can be obtained by applying Eq. (9).

Proceeding further by using the definitions of Bj and modular function c, the following derivations wrap up
the proof.

Bj(f(OPT)− f(Sj))
c(OPT) + f(Sj)

≥

1−
(

1− A− γ(1− ϵ)c(Sj) + γ(1− ϵ)
∑j

k=1 c(vk)
(j + 1) · c(OPT)

)j+1
 f(OPT)

=
(

1−
(

1− A

(j + 1) · c(OPT)

)j+1
)

f(OPT)

=
(

1−
(

1− 1
j + 1 · ln

f(OPT)
c(OPT)

)j+1
)

f(OPT)

≥

1− e
− ln

f(OPT)
c(OPT)

 f(OPT) as (1− c
t )t ≤ e−c

=
(

1− c(OPT)
f(OPT)

)
f(OPT)

= f(OPT)− c(OPT).

Corollary 7. Under the Case 2.2, the following holds: for all j ∈ [1, t− 1], if Bj = A− γ(1− ϵ)c(Sj) then

f(OPT)− f(Sj) ≥ 1
γ(1− ϵ)c(OPT).

Proof. Note that, for the case f(Sj) − c(Sj) ≥ γ(1 − ϵ)f(OPT) − c(OPT) − 1
γ(1− ϵ)A, Theorem 1 holds

immediately. Hence, we consider the opposite case:

f(Sj)− c(Sj) ≤ f(OPT)− c(OPT)− 1
γ(1− ϵ)A

= f(OPT)− c(OPT)− c(Sj)− 1
γ(1− ϵ)Bj

≤ Bj(f(OPT)− f(Sj))
c(OPT) + f(Sj)− c(Sj)− 1

γ(1− ϵ)Bj .

The last inequality is due to Lemma 6. Rearranging the above inequality concludes the proof of the corollary.

The following lemma discharges the proof for Theorem 1 for the sub-case 2.2.
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Lemma 8. Under the case 2.2, the following holds:

f(St)− c(St) ≥ γ(1− ϵ)f(OPT)− c(OPT)− 1
γ(1− ϵ)A

Proof. Consider vt the element added to St−1.

f(St)− c(St) = f(vt|St−1) + f(St−1)− c(St)

≥ γ(1− ϵ) c(vt)
c(OPT)

(
f(OPT)−f(St−1)

)
+ f(St−1)−c(St)

= γ(1− ϵ)Bt−1 + c(vt)−Bt−1

c(OPT)
(
f(OPT)− f(St−1)

)
+ f(St−1)−

(
1

γ(1− ϵ) (A−Bt−1) + c(vt)
)

.

The first inequality holds from Lemma 2. The equality follows from the definition of Bt−1 = A − γ(1 −
ϵ)c(St−1).

Proceeding further from the above inequality,

f(St)− c(St)
≥ γ(1− ϵ) Bt−1

c(OPT) (f(OPT)− f(St−1)) + f(St−1)

+γ(1− ϵ)c(vt)−Bt−1

c(OPT) (f(OPT)− f(St−1))

− 1
γ(1− ϵ)A−

(
c(vt)−

1
γ(1− ϵ)Bt−1

)
≥ γ(1− ϵ)

[
Bt−1

c(OPT) (f(OPT)− f(St−1)) + f(St−1)
]

︸ ︷︷ ︸
apply Lemma 6

+γ(1− ϵ)c(vt)−Bt−1

c(OPT) (f(OPT)− f(St−1))

− 1
γ(1− ϵ)A−

(
c(vt)−Bt−1

)
≥ γ(1− ϵ)(f(OPT)− c(OPT))− 1

γ(1− ϵ)A

+ [c(vt)−Bt−1]
(

γ(1− ϵ)f(OPT)− f(St−1)
c(OPT) − 1

)
︸ ︷︷ ︸

residual value

.

Note that, in Claim 5, we have established c(vt) ≥ Bt−1. Furthermore, from Corollary 7, we know f(OPT)−
f(Sj) ≥ 1

γ(1−ϵ) c(OPT). Therefore, the residual value is non-negative. Hence,

f(S̃)− c(S̃) ≥ f(St)− c(St) ≥ γ(1− ϵ)f(OPT)− c(OPT)− 1
γ(1− ϵ)A.

This concludes the proof of Theorem 1 for case 2.2. We have proved the approximation guarantee of Theorem
1 for every case. The following lemma finishes the proof of Theorem 1 by bounding the worst-case running
time of Algorithm 1.
Lemma 9. The time complexity of Algorithm 1 is O( n

ϵ log n
ϵγ ).

Proof. As per line 18 of Algorithm 1, each element e ∈ V can be evaluated for at most (log n
γϵ )/ϵ times.

Each such consideration involves one oracle call to the function f . Therefore, the maximal total number of
oracle calls for n elements is n · (log n

γϵ )/ϵ ∈ O( n
ϵ log n

ϵγ ).
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3.2.3 Approximation Guarantee with Approximate Oracles

To complement our proposed efficient algorithm, we provide an approximation guarantee of Algorithm 1 for
the RUASM problem (f is δ-approximate to a weakly submodular function).
Theorem 10. Suppose the input utility function is δ-approximate to a monotone γ-submodular set function
f , c is a modular cost function, ϵ ∈ (0, 1) is an error threshold. Let OPT = arg maxT ⊆V {f(T )− c(T )}, after
O( n

ϵ log n
γϵ ) oracle calls to the δ-approximate utility function, Algorithm 1 outputs S̃ such that

f(S̃)− c(S̃) ≥γ(1− ϵ)f(OPT)− c(OPT)− 1
γ(1− ϵ)A

− 2δ

(
β + n

γ
+ 1 + n(1− ϵ)β′

)

where A = c(OPT) log f(OPT)
c(OPT) , β = c(OPT)

cmin
and β′ = cmax

c(OPT) .

Theorem 10 generalizes both Theorem 1 (with δ = 0) and ROI Jin et al. (2021) (with δ = 0 and ϵ = 0).
The proof of Theorem 10 follows the roadmap as shown in Figure 1 with moderate modifications to some
lemmas. The detailed derivations are presented in the Appendix (Section B).

4 Experiments

Our experiments are conducted on a MacBook Pro with an M1 Pro chip and 16GB RAM, and all algorithms
are implemented in C++ 2. We have implemented lazy evaluations Minoux (2005) for algorithms with
submodular function f , for example, ROI and our UP. We discuss the applications of profit maximization,
vertex cover with costs, and Bayesian A-Optimal design. The latter is specifically for weakly submodular f
functions.

4.1 Baseline Algorithms

We compare our algorithm UP with the modified ROI and UDG Harshaw et al. (2019).

Modified ROI Note that ROI greedy as presented in Jin et al. (2021) does not provide approximation
guarantees when the function f is weakly submodular. We have developed a modified version of the ROI
greedy algorithm to accommodate for weakly submodular f . The algorithm runs at most n iterations and
during each iteration, it adds an element with the maximal density w.r.t. the current partial solution as long
as the density is greater than γ. The output is the maximal objective value of every partial solution (same
as Algorithm 1). Additionally, We have established an approximation bound of the modified algorithm in
Theorem 11.
Theorem 11. Given a monotone γ-submodular function f : 2V → R≥0 and a modular cost function c, with
O(n2) oracle calls to f , the modified ROI algorithm outputs S̃ such that

f(S̃)− c(S̃) ≥ γf(OPT)− c(OPT)− c(OPT)
γ

log f(OPT)
c(OPT) .

We notice that when the function f is submodular (γ = 1), the approximation reduces to the approximation
result of ROI Jin et al. (2021). The pseudo-code of the modified algorithm and theoretical analysis of
Theorem 11 are presented in the Appendix (Section A.1). We note that the modified algorithm still works in
quadratic time. The rationale behind developing the modified ROI is to appropriately compare our results
with the ROI algorithm when the function f is weakly submodular.

2The code can be found: https://github.com/yz24/UWSM.
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UDG The UDG algorithm is randomized and the claimed approximation bound holds in expectation.
Thus, we run the UDG algorithm ten times and report the median results returned. As for runtime, we also
report the median running time of the ten runs.

For a fair comparison among different methods, we evaluate the running time based on the number of oracle
evaluations as discussed in Section 2.

4.2 Applications and Experimental Settings

In this subsection, we formulate three applications that apply to the proposed RUSM and RUWSM problems.
We also provide the descriptions of the datasets we use for the experiments and critical parameter setups.
The statistics of the datasets are presented in Tables 2 and 3.

Table 2: Network Data Statistics

Application Network n m Type

Profit Max.
Gnutella-08 6,301 20,777 Directed
NetHEPT 15,233 62,774 Undirected

Vertex Cover
Protein 1,706 6,207 Directed

Eu-Email 1,005 25,571 Directed

Table 3: Bayesian A-Optimal Design Data Statistics (d: number of attributes; n: number of measurements)

Dataset n d

Boston Housing 506 14
Segment 2,310 19

Profit Maximization. The diffusion model Kempe et al. (2003) is defined using a graph G = (V, E) and
a probability function p(u, v),∀(u, v) ∈ E. A monotone submodular function f(S) = E[I(S)] measures the
expected number of nodes that are influenced by the set of nodes in S based on a diffusion model, such as
the independent cascade (IC) model Kempe et al. (2003). Furthermore, it is often the case that some cost
c(v) is associated with each node v ∈ V . – this is the cost incurred for including an entity in the seed set.
For instance, a highly influential entity is likely to incur higher costs than others. Following Jin et al. (2021);
Tang et al. (2018), we use a linear cost function c : 2V → R>0 which is proportional to the out-degree d(v)
of a node v ∈ V . Formally, for every v ∈ V : c(v) = λ1 · d(v)λ2 , where λ1 and λ2 are positive cost penalty
parameters. Thus, the modular cost of a set S ⊆ V is c(S) =

∑
v∈S c(v). Note that we define c(v) = 1 if

d(v) = 0 to avoid undefined density of node v.

Therefore, the profit maximization problem finds a subset S of V such that

arg max
S⊆V

E[I(S)]− c(S).

For fair comparisons, we adapt the profit maximization framework Jin et al. (2021), which is based on the
Random Reachable (RR) approach to speed up the computation of the expected influence value Borgs et al.
(2014); Tang et al. (2014; 2015); Nguyen et al. (2016); Huang et al. (2017). We use the standard benchmarks
p2p-Gnutella-08 network Leskovec et al. (2007) and NetHEPT network Chen et al. (2009). We compare our
algorithm with baselines by their objective values (f − c) and running time with various cost penalty choices
λ1 and λ2.

Directed Vertex Cover with Costs. Let G = (V, E) be a directed graph and w : 2V → R≥0 be a
modular weight function on a subset of vertices. For a vertex set S ⊆ V , let N(S) denote the set of vertices
which are pointed to by S, formally, N(S) ≜ {v ∈ V | (u, v) ∈ E ∧ u ∈ S}. The weighted directed vertex
cover function is f(S) =

∑
u∈N(S)∪S w(u), which is monotone submodular. We also assume that each vertex
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Figure 2: Comparisons on p2p-Gnutella31 and NetHept networks with the application of Profit Maximiza-
tion.
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Figure 3: Comparisons of average oracle evaluations over various cost penalties: p2p-Gnutella31 and NetHept
networks (fixed λ1 or λ2) with Profit Maximization; various datasets with Vertex Cover and Bayesian A-
Optimal Design applications. The results of UDG are one-run snap of ten runs.

v ∈ V has an associated non-negative cost defined by c(v) = 1+max{d(v)−q, 0}, where d(v) is the out-degree
of vertex v and the non-negative integer q is the cost penalty Harshaw et al. (2019). The minimum cost of
a single vertex is 1. The larger q is, the smaller the vertex costs are.

The objective of the vertex cover with costs maximization problem is to find a subset S such that

arg max
S⊆V

∑
u∈N(S)∪S

w(u)−
∑
v∈S

c(v).

Here, function f is monotone submodular, so we set γ = 1.

We use two networks in this application: Protein network Stelzl et al. (2005) and Eu-Email Core net-
work Leskovec et al. (2007); Yin et al. (2017). Since there is no node weight information in the datasets, for
both networks, we assign each node a weight of 1 and a cost as defined above. For the experiments, we vary
cost penalty choices q ∈ [1, 12] and compare the objective values (f − c) and running time (function calls) of
our algorithm UP with ROI, UDG.

Bayesian A-Optimal Design. Given a measurement matrix X = [x1, x2, . . . , xn] ∈ Rd, a linear model
yS = XT

S θ+ ζS , a modular cost function c : 2n → R>0, where θ has a Gaussian prior distribution θ ∼
N (0, Σ), the normal i.i.d. noise ζ1, ζ2, · · · , ζn ∼ N

(
0, σ2), the objective is to find a submatrix XS such that

arg max
S⊆{1,2,...,n}

f(S)− c(S).

Here, f(S) = Tr(Σ)−Tr
(
Σ−1 + 1

σ2 XSXT
S

)−1 is the Bayesian A-Optimality function, which is a non-negative,
monotone and γ-weakly submodular function Bian et al. (2017); Harshaw et al. (2019). Tr(·) denotes the
trace of a matrix. Moreover, the marginal gain of adding a measurement e to S can be efficiently calculated
by f(e|S) = ||ze||2

σ2+⟨xe,ze⟩ , where ze = M−1
S xe and MS = Σ−1 + XSXT

S . The modular cost of a measurement
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Figure 4: Experiments with Directed Vertex Cover (Eu-Email and Protein networks) and Bayesian A-
Optimal Design (Segment and Housing data).

e ∈ [n] is defined to be proportional to its f value, formally, c(S) =
∑

e∈S c(e) = p
∑

e∈S f(e); p ∈ (0, 1) is
the cost penalty.

We use the Boston Housing Harrison & Rubinfeld (1978) and Segment Data Qian (2021) for this application.
To prepare the datasets for analysis, we performed pre-processing tasks that involved normalizing the features
to achieve a zero mean and a standard deviation of 1. In the Bayesian A-Optimality function f(S), we set
σ = 1/

√
d. As the submodularity ratio is not known apriori, we implemented the γ-Guess algorithm

Harshaw et al. (2019) to estimate an approximate γ. The algorithm executes Algorithm UP or UDG for a
total of T = ⌈ 1

δ ln 1
δ ⌉ iterations. At each iteration r, there is a distinct submodularity ratio γr. The algorithm

takes this γr for the solution set selection in Line 4. The outputs of the γ-Guess algorithm is the set with
the maximum objective value and the total number of function call. We fix the decay threshold δ = 0.2 in
γ-Guess and validate our algorithm with various cost penalty choices p ∈ [0.1, 1.0].

4.3 Results

Profit Maximization : The results varying cost penalties λ1 and λ2 on the benchmark networks are
presented in Figures 2(a), 2(b), 2(c) and 2(d). The plots demonstrate that our results (Alg. UP with
ϵ = 0.1, 0.2) are close to the best-approximation algorithm ROI greedy algorithm (black-circle line) and
exhibit a 15% improvement over UDG. Regarding computational efficiency comparison in Figures 3(a) and
3(b), our algorithm with ϵ = 0.5 matches the efficiency of the linear-time UDG algorithm and is 6.8 times
faster than ROI.

Directed Vertex Cover : Figures 4(a) and 4(a) show that when the cost penalty thresholds increase, the
objective values (f − c) also increase for every algorithm. Our algorithm demonstrates near-equivalent per-
formance to the best-approximation algorithm ROI. Even with a larger ϵ = 0.5, our algorithm outperforms
UDG by 25% for the Protein network, particularly when dealing with high-cost penalties. The running time
comparisons are depicted in Figure 3(c). For our algorithms with larger ϵ values, the running time aligns
closely with the linear-time UDG algorithm.

Bayesian A-Optimal Design : Figures 4(c), 4(d), and 3(d) demonstrate that the quality of the result
obtained from the modified ROI is validated against other algorithms, which is also supported by the approx-
imation guarantee in Theorem 11. Still, it needs the highest number of function calls. As for the objective
values, the density maximization-based algorithms (modified ROI and UP) produce higher-quality solutions
than UDG. Compared to the linear-time baseline UDG, our algorithm UP with a higher error (ϵ = 0.5) runs
comparably fast.

5 Conclusion

In this paper, we proposed a fast deterministic algorithm for balancing utility and modularity with a strong
provable approximation guarantee. We have experimentally validated our algorithms on various applica-
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tions, demonstrating that our algorithms run as fast as the existing linear-time algorithms while producing
comparative results as the state-of-the-art. A possible extension for future work is to investigate the ap-
proximation bound and performance when the cost function c is (weakly) submodular. This would provide
a more general framework and improve the applicability of the algorithms to a wider range of real-world
applications.

A Modified ROI-Greedy and Threshold Greedy Algorithms

In this section, we provide the modified algorithms and the approximation proofs that we mentioned in
Section 3 and Section 4.

A.1 Modified ROI-Greedy for Weakly submdular f

As we have mentioned in Section 3 and Section 4, we have modified the ROI-Greedy Jin et al. (2021) to make
it handle the weakly submodular f in the RUWSM problem. The pseudocode is presented in Algorithm 2.

Algorithm 2 γ-ROI(f, c, γ)
1: Input: utility function f , cost function c, submodularity ratio γ.
2: Output: S̃ = arg maxSi,i∈[n] f(Si)− c(Si).
3: S0 ← ∅
4: for i← 1 to n do
5: vi ← arg maxu∈V \Si−1

f(u|Si−1)
c(u)

6: if f(u | Si−1) > γ · c(u) then
7: Si ← Si−1 ∪ {vi}
8: else
9: Break

10: end if
11: end for

A.1.1 The Algorithm

The algorithm greedily selects an element vi with the maximal density w.r.t. the current seed set Si−1 as a
candidate element (line 5). It adds vi to Si−1 only if the density is larger than the submodularity ratio γ
(line 6). Finally, instead of outputting the solution set constructed at the termination of the algorithm, the
algorithm outputs a solution set with the best objective value among all the intermediate solution sets.

The algorithm will iterate at most n times, and every time it takes O(n) oracle calls to f to find the maximal
density. Therefore, the worst-case runtime is bounded by O(n2).

The proceeding theorem is the theoretical bound guaranteed by this algorithm.
Theorem 12. Given a monotone γ-submodular function f : 2V → R≥0 and a modular cost function c, after
O(n2) oracle calls, Algorithm 2 outputs S̃ such that

f(S̃)− c(S̃) ≥ γf(OPT)− c(OPT)− 1
γ

A

where A = c(OPT) log f(OPT)
c(OPT) and OPT = arg maxT ⊆V {f(T )− c(T )}.

A.1.2 Analysis of Theorem 12

The proof of Theorem 12 can be adapted from the proof of Theorem 1. Next, we show how to modify some
lemmas and results to derive Theorem 12.
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Lemma 13. For all 1 ≤ i ≤ ℓ and if vi be the element added to Si−1, then

f(vi|Si−1) ≥ γ
c(vi)

c(OPT)
(
f(OPT)− f(Si−1)

)
Proof. Given that vi is the element added to Si−1 at line 5 of the Algorithm 2. Therefore, ∀u ∈ OPT \Si−1,
u was not the element selected with the maximal density w.r.t. f(Si−1). Hence,

f(vi|Si−1)
c(vi)

≥ f(u|Si−1)
c(u) (10)

Since vi is added to Si−1, we have:

f(OPT)− f(Si−1) ≤ f(OPT ∪ Si−1)− f(Si−1)

≤ 1
γ

∑
u∈OPT\Si−1

f(u|Si−1)

≤ 1
γ

∑
u∈OPT\Si−1

c(u) · f(vi|Si−1)
c(vi)

due to Eq. (10)

≤ 1
γ

f(vi|Si−1)
c(vi)

c(OPT)

The first two inequalities hold from monotonicity and weak submodularity (Def. 2) of f . Rearranging the
last inequality concludes the proof.

Lemma 14. For all i ∈ [1, ℓ] and if vi is the element added to Si−1 in the i-th iteration then

f(Si) ≥
(

1−
i∏

s=1

(
1− γ

c(vi)
c(OPT)

))
f(OPT) (11)

Let Sℓ with size ℓ be the set at the termination of Algorithm 2. We divide the proof of Theorem 12 into two
cases based on the relationship between A and c(Sℓ).

Case 1: γc(Sℓ) < A.
Consider each element u ∈ OPT \ Sℓ that was not included into Sℓ, we have

f(u|Sℓ)
c(u) ≤ f(u|Su)

c(u) ≤ γ (12)

Therefore, for Case 1, we have

f(OPT)− f(Sℓ)− c(OPT) ≤ 1
γ

∑
u∈OPT\Sℓ

f(u|Sℓ)− c(OPT)

≤ 1
γ

∑
u∈OPT\Sℓ

f(u|Sℓ)−
∑

u∈OPT\Sℓ

c(u)

≤ 0 follows from Eq. (12)

≤ A

γ
− c(Sℓ)

Combining the above inequality with the Case 1 condition (γ(1− ϵ)c(Sℓ) < A), we have

f(S̃)− c(S̃) ≥ f(Sℓ)− c(Sℓ)

≥ γf(OPT)− c(OPT)− 1
γ

A
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Algorithm 3 threshold-ROI(f, c, γ)
1: Input: utility function f , cost function c, submodularity ratio γ.
2: Output: S̃ = arg maxSi,i∈[n] f(Si)− c(Si).

3: τ ← maxu∈V
f(u)
c(u) , S0 ← ∅, i← 1

4: while τ > γ do
5: for e ∈ V \ Si−1 do
6: if f(e|Si−1)

c(e) ≥ τ then
7: Si ← Si−1 ∪ {e}
8: i + +
9: end if

10: end for
11: τ ← (1− ϵ)τ
12: end while

This concludes the proof of the theorem for Case 1. 2

Case 2: γc(Sℓ) ≥ A.
The proof of this case follows from the proofs of Theorem 1 with ϵ = 0.

A.2 Threshold Greedy for Weakly submodular f

We provide more justifications for the statement (“traditional threshold adaption to the ROI-greedy admits
unbounded runtime") in Section 3.

Threshold technique Badanidiyuru & Vondrák (2014) is usually used to design faster deterministic algorithms
based on a greedy algorithm for submodular optimization problems. We show that the threshold technique
can be applied to the unconstrained f − c problem with a provable theoretical guarantee. However, the
running time is unbounded. The pseudocode is presented in Algorithm 3.

A.2.1 The Algorithm

The algorithm initializes S to an empty set. The threshold τ is initialized to be the largest density of a
singleton (line 3), and it is dynamically updated (geometrically decay). The intuition behind the algorithm
is that it starts by considering only the items with the high-density value. Then, the algorithm gradually
relaxes the threshold value to consider more and more items. The parameter ϵ controls the rate at which
the threshold value is relaxed.

The proceeding theorem is the theoretical bound guaranteed by this algorithm.
Theorem 15. Given a monotone γ-submodular function f : 2V → R≥0, a modular cost function c, an error
threshold ϵ ∈ (0, 1), after O( n

ϵ log τ0) oracle calls, Algorithm 2 outputs S̃ such that

f(S̃)− c(S̃) ≥ γ(1− ϵ)f(OPT)− c(OPT)− 1
γ(1− ϵ)A

where A = c(OPT) log f(OPT)
c(OPT) , OPT = arg maxT ⊆V {f(T )− c(T )} and τ0 = maxu∈V

f(u)
c(u) .

Note that τ0 is unbounded since the density of an element can be exponentially large, so the
running time of this Algorithm 3 can be as bad as O(n2) or even worse.

A.2.2 Analysis of Theorem 15

The proof method of the theoretical bound of Theorem 15 is similar to the previous theorems. We first prove
the lower bound of the marginal gain when adding an element to the seed set. Then, we prove the theorem
by cases.
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Lemma 16. For all i such that 1 ≤ i ≤ ℓ and if vi be the element added to Si−1 then

f(vi|Si−1) ≥ γ(1− ϵ) c(vi)
c(OPT)

(
f(OPT)− f(Si−1)

)
Proof. Let τi be the value of τ at some iteration. By the algorithm, we know that vi was not selected for
the previous τi−1 where τi−1 = τi

1−ϵ . In other words,

∀ u ∈ OPT \ Si−1 : f(u|Si−1)
c(u) ≤ τi

1− ϵ
(13)

Since vi is added to Si−1, we have:

f(OPT)− f(Si−1) ≤ 1
γ

∑
u∈OPT\Si−1

f(u|Si−1) by Def. (2)

≤ 1
γ

∑
u∈OPT\Si−1

c(u)
1− ϵ

· f(vi|Si−1)
c(vi)

due to Eq. (3)

≤ 1
γ(1− ϵ)

f(vi|Si−1)
c(vi)

c(OPT).

Notice that the above lemma gives the same property as in the proof of Theorem 1. The
remaining proofs of Theorem 15 are the same as the corresponding proofs of Theorem 1.
Therefore, readers can find the rest of the proofs in the main paper. We jump right to the
running time analysis.
Lemma 17. The time complexity of Algorithm 3 is O( n

ϵ log τ
ϵ ).

The for-loop runs at most n times for each choice of threshold τ . Let τ0 = maxe∈V { f(e)
c(e) } be the initial

threshold. We know that γ is the threshold at termination of the algorithm. If T is the number of runs of
the while-loop, then

T = 2 + log(1−ϵ)−1
τ0

γ
= 2− ln τ0 − ln γ

ln 1− ϵ
≤ 2 + ϵ−1(ln τ0 − ln γ) ∈ O(ϵ−1 log τ0)

So, the overall run time is O( n
ϵ log τ0).

B Complete Proofs for Theorem 10

In Algorithm 1, we note that the input utility function is f̃ , which is δ-approximate to a monotone γ-
submodular set function f . Before presenting the theorem, we remark about the marginal gain of a δ-
approximate function f̃ .
Remark 18. By Definition 3, we have, for every S ⊆ V and v ∈ V \ S

f(S)− δ ≤ f̃(S) ≤ f(S) + δ

f(v | S)− 2δ ≤ f̃(v | S) ≤ f̃(v | S)− 2δ

Theorem 3.10. Suppose the input utility function is δ-approximate to a monotone γ-submodular set function
f . c is a modular cost function. Let OPT = arg maxT ⊆V {f(T )− c(T )}, after O( n

ϵ log n
γϵ ) oracle calls to the

δ-approximate utility function, Algorithm 1 outputs S̃ such that

f(S̃)− c(S̃) ≥γ(1− ϵ)f(OPT)− c(OPT)− 1
γ(1− ϵ)A

− 2δ

(
β + n

γ
+ 1 + n(1− ϵ)β′

)
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Figure 5: Roadmap of the proof of Theorems 10 for Algorithm 1

where A = c(OPT) log f(OPT)
c(OPT) , β = c(OPT)

cmin
, β′ = cmax

c(OPT) and ϵ ∈ (0, 1) is an error threshold.

B.1 Overview of the Proof

We now proceed by presenting a roadmap in Figure 5 of the proof for Theorem 10 by illustrating the
definitions, lemmas, and claims that are used to discharge the proof of the theorem. Denote ξ =
2δ
(

β + n
γ + 1 + n(1− ϵ)β′

)
. As depicted in the following tree, each node corresponds to a theorem, lemma,

claim, etc., and the incoming directed edge captures the necessity of the source node in the proof of the
destination node. Some of the edges are annotated with conditions under which the source node leads to the
destination. For instance, if the condition in Case 2.2 holds, Lemma 25 is valid and implies the validity of
Theorem 10. In our proof, we will proceed with the leaf-level lemmas and claims and work our way towards
the root of the tree. Wee will prove Lemmas 19 and 20 first.

B.2 Useful Lemmas

Before we present the proof for the above theorem, we discuss two specific properties of Algorithm 1 in the
following lemmas. Let ℓ be the value of i at the termination of Algorithm 1.
Lemma 19. For all 1 ≤ i ≤ ℓ and if vi be the element added to Si−1, then

f(vi|Si−1) ≥ γ(1− ϵ) c(vi)
c(OPT) (f(OPT)− f(Si−1))− 2δ

(
1 + n

(1− ϵ)c(vi)
c(OPT)

)

Proof. Since that vi is the element added to Si−1 at line 14 of the Algorithm 1, we have f̃(vi|Si−1)
c(vi)

≥ (1− ϵ)τi

due to line 13 condition. Furthermore, let f̃(u|Su)
c(u) be the density when element u was at the priority queue

at the current iteration. Since vi is on the top of the priority queue, ∀u ∈ OPT \ Si−1, u is either equal to

vi or has a density f̃(u|Su)
c(u) smaller than τi in Line 13. We know Su ⊆ Si. Hence,

f̃(vi|Si−1)
c(vi)

≥ (1− ϵ)τi ≥ (1− ϵ) f̃(u|Su)
c(u) (14)
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By the definition of δ- approximate,

(1− ϵ) f̃(u|Su)
c(u) ≤ f̃(vi|Si−1)

c(vi)

⇒ (1− ϵ)f(u|Si−1)− 2δ

c(u) ≤ (1− ϵ)f(u|Su)− 2δ

c(u) ≤ (1− ϵ) f̃(u|Su)
c(u) ≤ f̃(vi|Si−1)

c(vi)
≤ f(vi|Si−1) + 2δ

c(vi)

⇒ (1− ϵ)f(u|Si−1)− 2δ

c(u) ≤ f(vi|Si−1) + 2δ

c(vi)

⇒ f(u|Si−1) ≤ c(u)
1− ϵ

· f(vi|Si−1) + 2δ

c(vi)
+ 2δ (15)

Since vi is added to Si−1, we have:

f(OPT)− f(Si−1) ≤ f(OPT ∪ Si−1)− f(Si−1) as f is monotone

≤ 1
γ

∑
u∈OPT\Si−1

f(u|Si−1) due to Def. 2

≤ 1
γ

∑
u∈OPT\Si−1

[
c(u)
1− ϵ

· f(vi|Si−1) + 2δ

c(vi)
+ 2δ

]
due to Eq. (15)

= 1
γ(1− ϵ) ·

f(vi|Si−1) + 2δ

c(vi)
∑

u∈OPT\Si−1

c(u) +
∑

u∈OPT\Si−1

2δ

γ

≤ 1
γ(1− ϵ) ·

c(OPT)
c(vi)

[
f(vi|Si−1) + 2δ

]
+ 2nδ

γ

= 1
γ(1− ϵ) ·

c(OPT)
c(vi)

f(vi|Si−1) + 2δ

γ

(
c(OPT)

(1− ϵ)c(vi)
+ n

)
Rearranging the last inequality concludes the proof.

f(vi|Si−1) ≥ γ(1− ϵ) c(vi)
c(OPT)

[
f(OPT)− f(Si−1)− 2δ

γ

(
c(OPT)

(1− ϵ)c(vi)
+ n

)]
= γ(1− ϵ) c(vi)

c(OPT)

[
f(OPT)− f(Si−1)

]
− 2δ

(
1 + n

(1− ϵ)c(vi)
c(OPT)

)

Lemma 20. For all i such that i such that 1 ≤ i ≤ ℓ and if vi is the element added to Si−1 in the i-th
iteration and c(vi) ≤ c(OPT) then

f(Si) ≥
(

1−
i∏

s=1

(
1− γ(1− ϵ) c(vi)

c(OPT)

))
f(OPT)− 2δ

(
β

γ(1− ϵ) + n

γ

)

Proof. We prove this lemma by induction.

Base Case: We verify the base case i = 1 using Lemma 19; note that f(∅) = 0.

f(S1) = f({v1}) = f(v|∅)

≥ γ(1− ϵ) c(v1)
c(OPT) [f(OPT)− f(S0)]− 2δ

(
1 + (1− ϵ)c(v1)

c(OPT)

)
= γ(1− ϵ) c(v1)

c(OPT)f(OPT)− 2δ

(
1 + (1− ϵ)c(v1)

c(OPT)

)
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Since c(v1) ≤ c(OPT) and by the definition of β, β = c(OPT)
cmin

), we have:

1 + (1− ϵ)c(v1)
c(OPT) ≤ c(OPT)

c(v1)

[
1 + (1− ϵ)c(v1)

c(OPT)

]
= c(OPT)

c(v1) + n(1− ϵ)c(OPT)
c(v1) · c(v1)

c(OPT)
≤ β + n(1− ϵ)

≤ β

γ(1− ϵ) + n

γ

Therefore,

f(S1) ≥ γ(1− ϵ) c(v1)
c(OPT) − 2δ

(
β

γ(1− ϵ) + n

γ

)

The above inequality is consistent with the one that we plug in i = 1 to Lemma 20. Thus, we proved this
lemma for the base case.

Inductive Steps: For i > 1, as an inductive hypothesis (I.H.), we assume

∀j ∈ [1, i− 1] : f(Sj) ≥
(

1−
j∏

s=1

(
1− γ(1− ϵ) c(vs)

c(OPT)

))
f(OPT)− 2δ( β

γ(1− ϵ) + n

γ
)

is true. We need to prove the inequality for f(Sj+1),

f(Sj+1) = f(Sj) + f(vj+1|Sj)

≥ f(Sj) + γ(1− ϵ) c(vj+1)
c(OPT) (f(OPT)− f(Sj))− 2δ

(
1 + n

(1− ϵ)c(vj+1)
c(OPT)

)
due to Lemma 19

= γ(1− ϵ) c(vj+1)
c(OPT)f(OPT) +

(
1− γ(1− ϵ) c(vj+1)

c(OPT)

)
f(Sj)− 2δ

(
1 + n

(1− ϵ)c(vj+1)
c(OPT)

)
≥ γ(1− ϵ) c(vj+1)

c(OPT)f(OPT) +
(

1− γ(1− ϵ) c(vj+1)
c(OPT)

)[(
1−

j∏
s=1

(
1− γ(1− ϵ) c(vs)

c(OPT)

))
f(OPT)− 2δ( β

γ(1− ϵ) + n

γ
)
]

︸ ︷︷ ︸
by induction hypothesis

− 2δ

(
1 + n

(1− ϵ)c(vj+1)
c(OPT)

)
= γ(1− ϵ) c(vj+1)

c(OPT)f(OPT) +
(

1− γ(1− ϵ) c(vj+1)
c(OPT)

)(
1−

j∏
s=1

(
1− γ(1− ϵ) c(vs)

c(OPT)

))
f(OPT)

−
(

1− γ(1− ϵ) c(vj+1)
c(OPT)

)
2δ( β

γ(1− ϵ) + n

γ
)− 2δ

(
1 + n

(1− ϵ)c(vj+1)
c(OPT)

)
= f(OPT)−

(
1− γ(1− ϵ) c(vj+1)

c(OPT)

)[ j∏
s=1

(
1− γ(1− ϵ) c(vs)

c(OPT)

)]
f(OPT)

− 2δ

[(
1− γ(1− ϵ) c(vj+1)

c(OPT)

)
( β

γ(1− ϵ) + n

γ
) +

(
1 + n

(1− ϵ)c(vj+1)
c(OPT)

)]
=
(

1−
j+1∏
s=1

(1− γ(1− ϵ) c(vs)
c(OPT))

)
f(OPT)− 2δ

[(
1− γ(1− ϵ) c(vj+1)

c(OPT)

)
( β

γ(1− ϵ) + n

γ
) +

(
1 + n

(1− ϵ)c(vj+1)
c(OPT)

)]
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Next, we derive the second term,(
1− γ(1− ϵ) c(vj+1)

c(OPT)

)
( β

γ(1− ϵ) + n

γ
) +

(
1 + n

(1− ϵ)c(vj+1)
c(OPT)

)
= β

γ(1− ϵ) − γ(1− ϵ) c(vj+1)
c(OPT) ·

β

γ(1− ϵ) + n

γ
− (1− ϵ)n c(vj+1)

c(OPT) + 1 + n
(1− ϵ)c(vj+1)

c(OPT)

= β

γ(1− ϵ) −
c(vj+1)
c(OPT)β + n

γ
+ 1

= β

γ(1− ϵ) + n

γ
+ 1− c(vj+1)

c(OPT) ·
c(OPT)

cmin

= β

γ(1− ϵ) + n

γ
+ 1− c(vj+1)

cmin

≤ β

γ(1− ϵ) + n

γ

Thus, we proved for the inductive step,

f(Sj+1) ≥
(

1−
j+1∏
s=1

(1− γ(1− ϵ) c(vs)
c(OPT))

)
f(OPT)− 2δ

(
β

γ(1− ϵ) + n

γ

)

B.3 Theoretical Analysis of Theorem 10

Let Sℓ be the set at the termination of Algorithm 1. We divide the proof of Theorem 10 into two cases based
on the relationship between A and c(Sℓ).

Case 1: γ(1− ϵ)c(Sℓ) < A.

Consider each element u ∈ OPT \ Sℓ that was not included into Sℓ; such an element can be categorized into
two sets O1 and O2 with corresponding reasons:

• O1 is the set of elements for which the line 7 condition was not satisfied.

The density of these elements is ≤ γ at some point before the algorithm ends. Therefore, for u ∈ O1, if
f(u|Su)

c(u) is the density (key) of u the last time it appears in the priority queue, then

f̃(u|Su)
c(u) ≤ γ

By the definition of approximate oracles,

f(u|Sℓ)− 2δ

c(u) ≤ f(u|Su)− 2δ

c(u) ≤ f̃(u|Su)
c(u) ≤ γ

Then we have for u ∈ O1
f(u|Sℓ) ≤ γc(u) + 2δ (16)

• O2 is the set of elements for which the line 18 condition was not satisfied.
In other words, these elements have been considered for log n

γϵ

ϵ times. Note that for any u ∈ O2, the initial
density of u in the priority queue is f(u)

c(u) . Then, suppose f(u|Su)
c(u) is the key of u the last time it existed in

PQ. Therefore, as Su ⊆ Sℓ we have

f̃(u|Su)
c(u) ≤ (1− ϵ)

log n
γϵ

ϵ
f̃(u)
c(u)
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By the definition of approximate oracles (Def. 3), we derive both terms in the above inequality

f(u|Sℓ)− 2δ

c(u) ≤ f(u|Su)− 2δ

c(u) ≤ f̃(u|Su)
c(u))

f̃(u|Su)
c(u) ≤ (1− ϵ)

log n
γϵ

ϵ · f̃(u)
c(u) ≤ (1− ϵ)

log n
γϵ

ϵ · f(u) + δ

c(u)

Therefore, by combining the above two inequalities, we have

f(u|Sℓ)− 2δ

c(u) ≤ (1− ϵ)
log n

γϵ
ϵ · f(u) + δ

c(u)

Then, for every u ∈ O2,

f(u|Sℓ) ≤ (1− ϵ)
log n

γϵ
ϵ [f(u) + δ] + 2δ

= (1− ϵ)
log n

γϵ
ϵ f(u) + 2δ + (1− ϵ)

log n
γϵ

ϵ δ (17)

Therefore, we derive

f(OPT)− f(Sℓ)− c(OPT)
≤ f(OPT ∪ Sℓ)− f(Sℓ)− c(OPT) due to monotonicity of f

≤ 1
γ

∑
u∈OPT\Sℓ

f(u|Sℓ)− c(OPT) due to Definition 2

≤ 1
γ

(∑
u∈O1

f(u|Sℓ) +
∑

u∈O2

f(u|Sℓ)
)
− c(OPT)

≤ 1
γ

(∑
u∈O1

f(u|Sℓ) +
∑

u∈O2

f(u|Sℓ)
)
−
∑

u∈O1

c(u) as c is modular

=
(∑

u∈O1

1
γ

f(u|Sℓ)− c(u)
)

+ 1
γ

∑
u∈O2

f(u|Sℓ)

≤
∑

u∈O1

2δ

γ
+ 1

γ

∑
u∈O2

f(u|Sℓ) from Eq. (16)

≤
∑

u∈O1

2δ

γ
+ 1

γ

∑
u∈O2

[
(1− ϵ)

log n
γϵ

ϵ f(u) + 2δ + (1− ϵ)
log n

γϵ
ϵ δ

]
from Eq. (17)

≤
∑

u∈O1∪O2

2δ

γ
+ 1

γ

∑
u∈O2

[
(1− ϵ)

log n
γϵ

ϵ

(
f(u) + δ

)]
≤ 2nδ

γ
+ 1

γ

∑
u∈O2

[
(1− ϵ)

log n
γϵ

ϵ

(
f(u) + δ

)]
≤ 2nδ

γ
+ ϵδ + ϵf(OPT)
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To get the last inequality, we need to show the following holds

1
γ

∑
u∈O2

[
(1− ϵ)

log n
γϵ

ϵ

(
f(u) + δ

)]
≤ 1

γ

∑
u∈O2

(1 + ϵ)−
log n

γϵ
ϵ

(
f(u) + δ

)
due to 1− ϵ ≤ 1

1+ϵ

≤ 1
γ

∑
u∈O2

(1 + ϵ)−
log n

γϵ
log(1+ϵ)

(
f(u) + δ

)
due to ϵ ≤ log(1 + ϵ)

= 1
γ

∑
u∈O2

(1 + ϵ)− log1+ϵ
n
γϵ

(
f(u) + δ

)
= 1

γ

∑
u∈O2

γϵ

n

(
f(u) + δ

)
≤ ϵδ + ϵf(OPT)

The last inequality holds because O2 ⊆ OPT, |OPT| ≤ n and f(u) ≤ f(OPT). Thus, rearranging the above
inequality and combining it with the condition for Case 1 (0 < 1

γ(1−ϵ) A− c(Sℓ)), we obtain

f(OPT)− f(Sℓ)− c(OPT)− ϵf(OPT)− 2nδ

γ
− ϵδ ≤ 0 ≤ 1

γ(1− ϵ)A− c(Sℓ)

So,

f(S̃)− c(S̃) ≥ f(Sℓ)− c(Sℓ)

≥ (1− ϵ)f(OPT)− c(OPT)− 1
γ(1− ϵ)A− 2nδ

γ
− ϵδ

≥ γ(1− ϵ)f(OPT)− c(OPT)− 1
γ(1− ϵ)A− 2δ

(
β + n

γ
+ 1 + n(1− ϵ)β′

)
This concludes the proof of the theorem for case 1. 2

Case 2: γ(1− ϵ)c(Sℓ) ≥ A.

In this case, there exist t ∈ [1, ℓ] such that:

c(St−1) <
1

γ(1− ϵ)A ≤ c(St) (18)

Denote ξ = 2δ
(

β + n
γ + 1 + n(1− ϵ)β′

)
. Consider j ∈ [1, t−1], we further divide Case 2 into two sub-cases:

(2.1) and (2.2), where for some j ∈ [1, t − 1], sub-case 2.1 corresponds to f(Sj) ≥ γ(1 − ϵ)f(OPT) − ξ and
sub-case 2.2 corresponds to f(Sj) < γ(1− ϵ)f(OPT)− ξ for all j ∈ [1, t− 1].

Case 2.1: For some j ∈ [1, t− 1], f(Sj) ≥ γ(1− ϵ)f(OPT)− ξ.

Note that Algorithm 1 outputs S̃ = arg maxSi,i∈[n] f(Si)− c(Si). Therefore,

f(S̃)− c(S̃) > f(Sj)− c(Sj)

≥ γ(1− ϵ)f(OPT)− ξ − A

γ(1− ϵ) follows from condition in Case 2.1 and Eq. (18)

≥ γ(1− ϵ)f(OPT)− c(OPT)− A

γ(1− ϵ) − ξ

This concludes the proof of the theorem for sub-case 2.1. 2

Case 2.2: For all j ∈ [1, t− 1], f(Sj) < γ(1− ϵ)f(OPT)− ξ.

For the sub-case 2.2, as illustrated in the proof-path, we have already proved the Lemmas 19 and 20. We
will now prove the necessary properties conditioned on the sub-case 2.2.
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Claim 21. Under the Case 2.2 (i.e., there exist t ∈ [1, ℓ] such that c(St−1) < 1
γ(1−ϵ) A ≤ c(St) and for all

j ∈ [1, t− 1], f(Sj) < γ(1− ϵ)f(OPT)− ξ), the following holds:

∀ j ∈ [1, t− 1] : c(vj) ≤ c(OPT)

Proof. We prove this claim by contradiction. Assume there exist some j ∈ [1, t − 1] that c(vj) > c(OPT).
Also, recall that as per the condition in sub-case 2.2, we have

f(Sj) < γ(1− ϵ)f(OPT)− ξ

⇔ f(OPT) >
1

γ(1− ϵ)

(
f(Sj) + ξ

)
> f(Sj) > f(Sj−1) (19)

Therefore,

f(Sj) = f(Sj−1) + f(vj |Sj−1)

≥ f(Sj−1) + γ(1− ϵ) c(vj)
c(OPT)

(
f(OPT)− f(Sj−1)

)
− 2δ

(
1 + n

(1− ϵ)c(vi)
c(OPT)

)
︸ ︷︷ ︸

follows from Lemma 19

= γ(1− ϵ) c(vj)
c(OPT)f(OPT) +

[
1− γ(1− ϵ) c(vj)

c(OPT)

]
f(Sj−1)− 2δ

(
1 + n

(1− ϵ)c(vi)
c(OPT)

)
≥ γ(1− ϵ) c(vj)

c(OPT)f(OPT) + γ(1− ϵ)
[
1− c(vj)

c(OPT)

]
f(Sj−1)− 2δ

(
1 + n

(1− ϵ)c(vi)
c(OPT)

)
= γ(1− ϵ)f(OPT) + γ(1− ϵ)

[ c(vj)
c(OPT) − 1

]
f(OPT)

− γ(1− ϵ)
[ c(vj)

c(OPT) − 1
]
f(Sj−1)− 2δ

(
1 + n

(1− ϵ)c(vi)
c(OPT)

)
= γ(1− ϵ)f(OPT)

+ γ(1− ϵ)
[ c(vj)

c(OPT) − 1
](

f(OPT)− f(Sj−1)
)
− 2δ

(
1 + n

(1− ϵ)c(vi)
c(OPT)

)
≥ γ(1− ϵ)f(OPT)− 2δ

(
1 + n

(1− ϵ)c(vi)
c(OPT)

)
follows from the assumption c(vj) > c(OPT) and Eq. (19)

≥ γ(1− ϵ)f(OPT)− 2δ (1 + n(1− ϵ)β′) follows from β′ = cmax

c(OPT) and c(vi)
c(OPT) ≤ β′

≥ γ(1− ϵ)f(OPT)− ξ

The last inequality hold from ξ = 2δ
(

β + n
γ + 1 + n(1− ϵ)β′

)
and β > 0. Note that, using the assumption,

we have concluded that f(Sj) ≥ γ(1−ϵ)f(OPT)−ξ, which contradicts the premise of the claim (see Eq. (19)).
Therefore, the assumption is incorrect, and the claim holds.

Claim 22. Under the Case 2.2 (i.e., there exist t ∈ [1, ℓ] such that c(St−1) < 1
γ(1−ϵ) A ≤ c(St) and for all

j ∈ [1, t− 1], f(Sj) < γ(1− ϵ)f(OPT)− ξ), define Bj = A− γ(1− ϵ)c(Sj), the following holds:

∀ j ∈ [1, t− 1] : c(vt) > Bt−1

Proof.

c(vt) = c(St)− c(St−1)

≥ 1
γ(1− ϵ)A− c(St−1) follows from the case 2 condition Eq. (18)

= 1
γ(1− ϵ)

(
A− γ(1− ϵ)c(St−1)

)
≥ A− γ(1− ϵ)c(St−1) = Bt−1
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Lemma 23. Under the case 2.2 (i.e., there exist t ∈ [1, ℓ] such that c(St−1) < 1
γ(1−ϵ) A ≤ c(St) and for all

j ∈ [1, t−1], f(Sj) < γ(1−ϵ)f(OPT)−ξ), the following holds: for all j ∈ [1, t−1], if Bj = A−γ(1−ϵ)c(Sj),
then

f(OPT)− c(OPT)− 2δ

(
β

γ(1− ϵ) + n

γ

)
≤ Bj(f(OPT)− f(Sj))

c(OPT) + f(Sj)

Proof. We divide this proof into two cases.

• For Bj > c(OPT), the lemma holds immediately.

• We focus on Bj ≤ c(OPT).

Bj(f(OPT)− f(Sj))
c(OPT) + f(Sj)

=
(

1− Bj

c(OPT)

)
f(Sj) + Bj

c(OPT)f(OPT)

≥
(

1− Bj

c(OPT)

)[(
1−

j∏
k=1

(
1− γ(1− ϵ) c(vk)

c(OPT)

))
f(OPT)− 2δ

(
β

γ(1− ϵ) + n

γ

)]
︸ ︷︷ ︸

follows from Lemma 20

+ Bj

c(OPT)f(OPT)

= f(OPT)−
((

1− Bj

c(OPT)

) j∏
k=1

(
1− γ(1− ϵ) c(vk)

c(OPT)

))
f(OPT)−

(
1− Bj

c(OPT)

)
2δ

(
β

γ(1− ϵ) + n

γ

)

=
(

1−
(

1− Bj

c(OPT)

) j∏
k=1

(
1− γ(1− ϵ) c(vk)

c(OPT)

))
f(OPT)−

(
1− Bj

c(OPT)

)
2δ

(
β

γ(1− ϵ) + n

γ

)

We proceed with the following known inequality: for any

x1, x2, · · · , xn, y ∈ R+ and xi ≤ y for i ≤ n

1−
n∏

i=1

(
1− xi

y

)
≥ 1−

(
1−

∑n
i=1 xi

ny

)n

(20)

Consider ∀k ∈ [1, j], xk = γ(1− ϵ)c(vk), xk+1 = Bj and y = c(OPT). Note that, ∀k ∈ [1, j], γ(1− ϵ)c(vk) ≤
c(OPT), which follows from Claim 21 and γ(1 − ϵ) ≤ 1. Also, Bj ≤ c(OPT) follows from the condition for
this case.

Therefore, by applying Eq. (20), we derive the following

Bj(f(OPT)− f(Sj))
c(OPT) + f(Sj)

≥

1−
(

1− Bj + γ(1− ϵ) ·
∑j

k=1 c(vk)
(j + 1) · c(OPT)

)j+1
 f(OPT)−

(
1− Bj

c(OPT)

)
2δ

(
β

γ(1− ϵ) + n

γ

)

Since Bj ≤ c(OPT), 0 ≤
(

1− Bj

c(OPT)

)
≤ 1. Proceeding further,
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Bj(f(OPT)− f(Sj))
c(OPT) + f(Sj)

≥

1−
(

1− Bj + γ(1− ϵ) ·
∑j

k=1 c(vk)
(j + 1) · c(OPT)

)j+1
 f(OPT)− 2δ

(
β

γ(1− ϵ) + n

γ

)

=

1−
(

1− A− γ(1− ϵ)c(Sj) + γ(1− ϵ) ·
∑j

k=1 c(vk)
(j + 1) · c(OPT)

)j+1
 f(OPT)− 2δ

(
β

γ(1− ϵ) + n

γ

)
follows from the definition of Bj

=
(

1−
(

1− A

(j + 1) · c(OPT)

)j+1
)

f(OPT)− 2δ

(
β

γ(1− ϵ) + n

γ

)
as
∑j

k=1 c(vk) = c(Sj)

=
(

1−
(

1− 1
j + 1 · ln

f(OPT)
c(OPT)

)j+1
)

f(OPT)− 2δ

(
β

γ(1− ϵ) + n

γ

)
as A = c(OPT) ln f(OPT)

c(OPT)

≥
(

1− e− ln f(OPT)
c(OPT)

)
f(OPT)− 2δ

(
β

γ(1− ϵ) + n

γ

)
as (1− c

t )t ≤ e−c for any positive t

=
(

1− c(OPT)
f(OPT)

)
f(OPT)− 2δ

(
β

γ(1− ϵ) + n

γ

)
= f(OPT)− c(OPT)− 2δ

(
β

γ(1− ϵ) + n

γ

)

Corollary 24. Under the Case 2.2 (i.e., there exist t ∈ [1, ℓ] such that c(St−1) < 1
γ(1−ϵ) A ≤ c(St) and for all

j ∈ [1, t−1], f(Sj) < γ(1− ϵ)f(OPT)−ξ), the following holds: for all j ∈ [1, t−1], if Bj = A−γ(1− ϵ)c(Sj)
then

f(OPT)− f(Sj) ≥ 1
γ(1− ϵ)c(OPT)

Proof. Note that, for the case f(Sj)−c(Sj) ≥ γ(1− ϵ)f(OPT)−c(OPT)− 1
γ(1− ϵ)A−ξ , Theorem 10 holds

immediately. Hence, we consider the case where f(Sj)− c(Sj) < γ(1− ϵ)f(OPT)− c(OPT)− 1
γ(1− ϵ)A− ξ.
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f(Sj)− c(Sj) < γ(1− ϵ)f(OPT)− c(OPT)− 1
γ(1− ϵ)A− ξ

≤ γ(1− ϵ)
(

f(OPT)− c(OPT)
)
− 1

γ(1− ϵ)A− ξ

≤ γ(1− ϵ)
(

f(OPT)− c(OPT)
)
− 1

γ(1− ϵ)A− ξ

= γ(1− ϵ)
(

f(OPT)− c(OPT)
)
− c(Sj)−

( 1
γ(1− ϵ)A− c(Sj)

)
− ξ

= γ(1− ϵ)
(

f(OPT)− c(OPT)
)
− c(Sj)− 1

γ(1− ϵ)

(
A− γ(1− ϵ)c(Sj)

)
− ξ

= γ(1− ϵ)
(

f(OPT)− c(OPT)
)
− c(Sj)− 1

γ(1− ϵ)Bj − ξ

≤ γ(1− ϵ)
[

Bj(f(OPT)− f(Sj))
c(OPT) + f(Sj) + 2δ

(
β

γ(1− ϵ) + n

γ

)]
︸ ︷︷ ︸

due to Lemma 23

−c(Sj)− 1
γ(1− ϵ)Bj − ξ

≤ Bj(f(OPT)− f(Sj))
c(OPT) + f(Sj)− c(Sj)− 1

γ(1− ϵ)Bj + 2δ(β + n

γ
) − ξ︸ ︷︷ ︸

< 0 since ξ = 2δ
(

β + n
γ + 1 + n(1− ϵ)β′

)
≤ Bj(f(OPT)− f(Sj))

c(OPT) + f(Sj)− c(Sj)− 1
γ(1− ϵ)Bj

The above inequality implies:
Bj(f(OPT)− f(Sj))

c(OPT) ≥ 1
γ(1− ϵ)Bj

Rearranging the term concludes the proof of the corollary.

f(OPT)− f(Sj) ≥ 1
γ(1− ϵ)c(OPT)

The following lemma discharges the proof for Theorem 10 for the sub-case 2.2.
Lemma 25. Under the Case 2.2 (i.e., there exist t ∈ [1, ℓ] such that c(St−1) < 1

γ(1−ϵ) A ≤ c(St) and for all
j ∈ [1, t− 1], f(Sj) < γ(1− ϵ)f(OPT)− ξ), the following holds:

f(St)− c(St) ≥ γ(1− ϵ)f(OPT)− c(OPT)− 1
γ(1− ϵ)A− 2δ

(
β + n

γ
+ 1 + n(1− ϵ)β′

)
Proof. Consider vt the element added to St−1.

f(St)− c(St)
= f(vt|St−1) + f(St−1)− c(St)

≥
[
γ(1− ϵ) c(vt)

c(OPT)

(
f(OPT)− f(St−1)

)
− 2δ

(
1 + n

(1− ϵ)c(vt)
c(OPT)

)]
+ f(St−1)− c(St) due to Lemma 19

=
[
γ(1− ϵ) c(vt)

c(OPT)

(
f(OPT)− f(St−1)

)
− ϕ

]
+ f(St−1)−

(
c(St−1) + c(vt)

)
denote ϕ = 2δ

(
1 + n (1−ϵ)c(vt)

c(OPT)

)
=
[
γ(1− ϵ)Bt−1 + c(vt)−Bt−1

c(OPT)

(
f(OPT)− f(St−1)

)
− ϕ

]
+ f(St−1)−

(
1

γ(1− ϵ) (A−Bt−1) + c(vt)
)
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The last equality follows from the definition of Bt−1 = A− γ(1− ϵ)c(St−1).

Proceeding further,

f(St)− c(St)

≥
[
γ(1− ϵ)Bt−1 + c(vt)−Bt−1

c(OPT)

(
f(OPT)− f(St−1)

)
− ϕ

]
+ f(St−1)−

(
1

γ(1− ϵ) (A−Bt−1) + c(vt)
)

≥ γ(1− ϵ) Bt−1

c(OPT)

(
f(OPT)− f(St−1)

)
+ f(St−1) + γ(1− ϵ)c(vt)−Bt−1

c(OPT) (f(OPT)− f(St−1))

− ϕ− 1
γ(1− ϵ)A−

(
c(vt)−

1
γ(1− ϵ)Bt−1

)
≥ γ(1− ϵ)

[
Bt−1

c(OPT) (f(OPT)− f(St−1)) + f(St−1)
]

︸ ︷︷ ︸ + γ(1− ϵ)c(vt)−Bt−1

c(OPT) (f(OPT)− f(St−1))

− ϕ− 1
γ(1− ϵ)A−

[
c(vt)−Bt−1

]
≥ γ(1− ϵ)

(
f(OPT)− c(OPT)− 2δ

(
β

γ(1− ϵ) + n

γ

))
︸ ︷︷ ︸

apply Lemma 23

− ϕ− 1
γ(1− ϵ)A

+
[
c(vt)−Bt−1

](
γ(1− ϵ)f(OPT)− f(St−1)

c(OPT) − 1
)

≥ γ(1− ϵ)f(OPT)− c(OPT)− γ(1− ϵ)2δ

(
β

γ(1− ϵ) + n

γ

)
− ϕ− 1

γ(1− ϵ)A

+
[
c(vt)−Bt−1

](
γ(1− ϵ)f(OPT)− f(St−1)

c(OPT) − 1
)

≥ γ(1− ϵ)f(OPT)− c(OPT)− 2δ

(
β + n

γ

)
− ϕ− 1

γ(1− ϵ)A

+ [c(vt)−Bt−1]
(

γ(1− ϵ)f(OPT)− f(St−1)
c(OPT) − 1

)

Note that, in Claim 22, we have established c(vt) ≥ Bt−1. Furthermore, from Corollary 24, we know
f(OPT)− f(Sj) ≥ 1

γ(1− ϵ)c(OPT). Therefore,

[c(vt)−Bt−1]
(

γ(1− ϵ)f(OPT)− f(St−1)
c(OPT) − 1

)
is non-negative. Hence, If we denote β′ = cmax

c(OPT) , then ϕ = 2δ
(

1 + n (1−ϵ)c(vi)
c(OPT)

)
≤ 2δ (1 + n(1− ϵ)β′)

f(S̃)− c(S̃) ≥ f(St)− c(St)

≥ γ(1− ϵ)f(OPT)− c(OPT)− 1
γ(1− ϵ)A− 2δ

(
β + n

γ

)
− ϕ

≥ γ(1− ϵ)f(OPT)− c(OPT)− 1
γ(1− ϵ)A− 2δ

(
β + n

γ

)
− 2δ (1 + n(1− ϵ)β′)

= γ(1− ϵ)f(OPT)− c(OPT)− 1
γ(1− ϵ)A− 2δ

(
β + n

γ
+ 1 + n(1− ϵ)β′

)
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This concludes the proof for Theorem 10 for Case 2.2.

Lemma 26. The time complexity of Algorithm 1 is O( n
ϵ log n

ϵγ ).

Proof. As per line 17 of Algorithm 1, every element can be considered for adding to the solution set for at
most log n

γϵ

ϵ times. Each such consideration involves one oracle call to the function f . Therefore, the total
number of oracle calls is O( n

ϵ log n
ϵγ ).
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