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ABSTRACT
Microservice resilience, the ability of microservices to recover from
failures and continue providing reliable and responsive services, is
crucial for cloud vendors. However, the current practice relies on
manually configured rules specific to a certain microservice system,
resulting in labor-intensity and flexibility issues, given the large
scale and high dynamics of microservices. A more labor-efficient
and versatile solution is desired. Our insight is that resilient deploy-
ment can effectively prevent the dissemination of degradation from
system performance metrics to user-aware metrics, and the latter
directly affects service quality. In other words, failures in a non-
resilient deployment can impact both types of metrics, leading to
user dissatisfaction. With this in mind, we propose MicroRes, the
first versatile resilience profiling framework for microservices via
degradation dissemination indexing. MicroRes first injects failures
into microservices and collects available monitoring metrics. Then,
it ranks the metrics according to their contributions to the overall
service degradation. It produces a resilience index by how much
the degradation is disseminated from system performance metrics
to user-aware metrics. Higher degradation dissemination indicates
lower resilience. We evaluate MicroRes on two open-source and one
industrial microservice system. The experiments show MicroRes’
efficient and effective resilience profiling of microservices. We also
showcase MicroRes’ practical usage in production.

∗Yuxin Su is the corresponding author.
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1 INTRODUCTION
Nowadays, an online service is usually developed as a bunch of
fine-grained and independently-managed microservices and then
deployed as a microservice system [19]. Microservice systems ex-
hibit three prominent attributes [5]. First, they are highly decoupled
and usually contain many microservices, e.g., Netflix’s system has
hundreds to thousands of microservices [31]. Second, microservices
are dynamic. New features and updates are delivered continuously
and frequently. Last, microservices are specialized. Each microser-
vice only processes a single type of request. Microservices interact
with each other and serve users’ requests together.

Resilience, i.e., the ability to maintain performance at an accept-
able level and recover the service back to normal under service
failures [51], is essentially one of the desired abilities of online
services. Figure 1 illustrates a non-resilient example by plotting
the request throughput of an online service during the normal and
the faulty period. Intuitively, the resilience of the service is low
because the failure causes service degradation, reflected by the
throughput decrement. Resilience profiling is thereby crucial as
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faults and failures are unavoidable [33, 40] and a resilient system can
be commissioned to users by ensuring service reliability. Without
sufficiently high resilience, a new or updated microservice system
should not be directly deployed in the production environment.
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Figure 1: The monitoring metrics during the normal period
(the green area) and the failure injection period (the red
area). “rx_bytes” and “tx_bytes” indicate network receive
and transmit rate.

The current practice [39] for resilience profiling is to set re-
silience rules manually, including the concerned failure types, the
metrics to monitor, the measure of degradation, and the criteria
for passing or failing the tests. However, such a method is highly
time-consuming and labor-intensive, all the while lacking flexibility
to adapt to different microservice systems.

First, manual rule identification relies heavily on domain exper-
tise to define the rules that can represent the degradation caused
by failures. Defining proper rules is very burdensome because 1)
the number of microservices is usually huge (up to tens of thou-
sands), and so are their failures since microservices are highly
decoupled [54]; 2) the dynamism of microservices requires frequent
updates of the rules [5]. In Huawei Cloud, it usually takes two man-
months of discussion before the test engineers reach a consensus
on the rules according to our survey, and the update requirement
even worsens this situation.

Second, rule-based resilience profiling can not fit in different
microservice systems. The reason is two-fold: 1) Microservices are
specialized for different business applications, making the failures
and their resulting manifestations manifold [40]. 2) Fixed PASS/FAIL

results obtained from resilience test rules fail to discriminate the
subtle difference in an online service’s resilience when the bound-
ary between “resilient” and “non-resilient” becomes less absolute.
This is because various refined resilience mechanisms (e.g., circuit
breakers, replications, and node auto-scaling) are applied in ex-
isting platforms, such as Kubernetes, so the system can be in a
“gray-failure” status that can not be fully depicted by a few common
metrics like mean time to recover (MTTR) used in the test rules.

An intuitive idea to mitigate the two issues is to propose a ver-
satile resilience profiling technique with smooth criteria. However,
designing such an approach is non-trivial. The critical challenge is
how to determine to what extent a microservice system is resilient.
To address the challenge, we investigate the failure impact on two
deployments of Train-Ticket [57], an open-source microservice
benchmark system, with and without common resilience mecha-
nisms (Section § 3.2). We find that failures affect system perfor-
mance metrics (e.g., memory usage, network throughput) such as

memory usage and network throughput, but a resilient service can
prevent the impact from disseminating to user-aware metrics such
as response latency and MTTR. Based on the observation, our in-
sight is that we can measure microservice resilience by comparing
the degree of degradation dissemination from system performance
metrics to user-aware metrics. If the degradation cannot disseminate
from system performance metrics to user-aware metrics, the resilience
is high. Otherwise, the resilience is low.

Motivated by this insight, we present MicroRes, the first ver-
satile resilience profiling framework for microservice systems. Mi-
croRes consists of three phases, i.e., failure execution, dissemination-
based metric lattice search, and resilience indexing. Failure execution
comprises two phases: failure injection and failure clearance. Given
a specified failure and a predefined load generator, MicroRes col-
lects the service’s monitoring metrics in the normal and faulty
period. For the dissemination-based metric lattice search, we pro-
pose a dissemination-based algorithm that ranks all the monitor-
ing metrics according to their contributions to the overall service
degradation. We construct a metric lattice from the power set of the
monitoring metric set. The ranking is based on a degradation-based
path search in the metric lattice. Lastly, for resilience indexing, we
index the resilience in (0, 1) by howmuch the degradation in system
performance metrics is disseminated to the user-aware metrics.

Experiments on two open-source (Train-Ticket [57] and Social-
Network [24]) and one industrial (Huawei Cloud) microservice
system demonstrate the effectiveness ofMicroRes.We inject failures
into all systems and compare the performance of resilience profiling
under MicroRes and several baselines. The experimental results
demonstrate that our proposed method accurately quantifies the
system resilience and outperforms the baselines. Specifically, in
terms of cross-entropy, MicroRes achieves the best performance
of 0.3246 on the Train-Ticket benchmark, 0.3766 on the Social-
Network benchmark, and 0.2977 on the industrial benchmark. In
terms of accuracy, MicroRes also achieves the best performance of
0.9012, 0.8611, and 0.8929 on the Train-Ticket, Social-Network, and
industrial benchmarks. Furthermore, we showcase the successful
usage of MicroRes in the production cloud system of Huawei Cloud.
We make the code and dataset publicly available1.

The contributions of this work are highlighted as follows:
• We identify the labor-intensity and flexibility issues for the cur-
rent rule-based practice for resilience profiling. Then we conduct
the first investigation on how degradation disseminate from sys-
tem performance metrics to user-aware metrics in resilient and
non-resilient microservice systems, which demonstrates the via-
bility of versatile resilience measuring.

• WeproposeMicroRes, the first versatile resilience profiling frame-
work that can automatically index the resilience of a microser-
vice system to different failures. MicroRes measures the dis-
semination of degradation from system performance metrics to
user-aware metrics. The higher the dissemination, the lower the
resilience.

• Evaluation of MicroRes on two open-source and one industrial
microservice systems indicates its effectiveness and efficiency.
The industrial case study also confirms the practical usage of
MicroRes.

1https://github.com/yttty/MicroRes

https://github.com/yttty/MicroRes
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2 BACKGROUND
This section first briefly describes the metrics of a microservice
system. Then we present the necessity and procedure for resilience
profiling that underpins our approach.

2.1 Metrics of Microservices
In the contemporary landscape, large-scale online services such as
Netflix and Twitter adopt microservices [19] to achieve scalability,
robustness, and agility. This architectural approach involves break-
ing down a monolithic online service into fine-grained components
known as microservices [48]. These microservices are highly decou-
pled and can be numerous in a system; for instance, Netflix employs
hundreds to thousands of microservices [31]. Virtualized infras-
tructure, like virtual machines and containers, is commonly used
for deploying microservices. To facilitate service decoupling and
orchestration, additional components like API gateways, service
registries, and databases are employed.

As a result of this complex setup, microservice systems gener-
ate extensive and diverse monitoring metrics [17], which can vary
based on the system’s architecture and implementation. Broadly,
these monitoring metrics fall into two categories: system perfor-
mance metrics and user-aware metrics.

System performance metrics directly reflect the runtime status of
microservices and the underlying orchestration system. Microser-
vice orchestration platforms like Kubernetes [20] use multi-level
isolation to manage containers in isolated pods on nodes, either vir-
tual or physical machines. Components for network management,
proxy, and task scheduling are also monitored for various system
performance metrics, including CPU and memory usage, network
throughput, disk I/O, TCP connections, etc., at both the infrastruc-
ture and container levels. As any failure of these components may
possibly result in the degradation of service, all the pods, nodes, and
other components are monitored, producing various system perfor-
mance metrics, e.g., CPU and memory usage, network throughput,
network transmit and receive rate, disk I/O speed and error rate,
number of TCP connections, etc. The system performance metrics
are collected at different virtualization levels, i.e., the infrastructure
level (machines) and the container level (microservices).

User-aware metrics, in addition, reflect the quality of service in a
specific time period from the users’ aspect. User-awaremetrics, such
as response latency, error rate, throughput, mean time to recovery,
and availability rate, are also crucial system indicators. Different
online services value different user-aware metrics. For example,
availability and error rate are common performance attributes of
transactional services, while video streaming services are usually
based on throughput.

2.2 Microservice Resilience Testing
Resilience in a microservice system pertains to its capacity to sus-
tain service performance at an acceptable level and efficiently re-
cover from failures that lead to service degradation [51, 55]. The con-
struction of robust online services becomes imperative, given the
inevitability of faults and failures [33, 40]. The ability to withstand
unexpected failures is crucial for minimizing downtime, upholding
service quality, and fulfilling service-level agreements, which is
crucial for user experience.

Resilience testing [44] is a primary method for ensuring soft-
ware resilience, demanding that all new or updated microservices
undergo these tests to validate the resilience of online services.
Unlike functional correctness tests [4], which focus on core ap-
plication functions and data integrity, resilience tests deliberately
introduce failures into the system under stress or chaotic condi-
tions to assess how the microservice system performs [31]. Test
engineers then use the observed flaws to refine the architectural
design. The passing criterion involves the online service continuing
to deliver acceptable performance despite the induced failures. In
real-world scenarios, industrial practitioners also employ chaos
engineering [7, 12] to assess software resilience within production
environments with live traffic. The resilience testing procedure
encompasses failure injection and test results determination [39].

As an example, testing the resilience of an online service when
facing high network packet loss involves several steps. First, test
engineers introduce network packet loss failures by utilizing appro-
priate tools. Next, they collect relevant monitoring metrics based
on the engineers’ domain knowledge. In this sample case, moni-
toring metrics like network transmit and receive rate and request
throughput will be selected. Once the metrics are gathered and vi-
sualized (Figure 1), engineers can examine the data, with the green
area representing the normal period and the red area signifying
the faulty period. By comparing the duration and magnitude of the
monitoring metrics, the engineers can draw conclusions about the
online service’s resilience to network packet loss. If the throughput
experiences a significant drop during the faulty period, it indicates
that the online service has failed this resilience test.

While automation of resilience testing is feasible, it remains cum-
bersome, necessitating the definition of test rules. To standardize
the procedure, test engineers manually determine a set of rules for
each failure type, consisting of five components: failure type, load,
monitored metrics, degradation profiling, and pass criteria. The fail-
ure type denotes the specific failure to inject, with the expectation
that the tested service should demonstrate resilience to this failure.
Load is determined based on the maximum load the service can
handle without performance issues. Monitored metrics are selected
to clearly manifest the degradation caused by the injected failure,
encompassing I/O rates, throughput, mean time to recovery, latency,
and other relevant metrics. Degradation profiling quantifies the de-
gree of degradation, often considering the duration and magnitude
changes of the target metrics. Pass criteria are then established
to determine the resilience test result, involving the analysis of
monitoring metrics under normal and faulty conditions, leading
to a PASS/FAIL conclusion. These criteria should be based on the
anticipated service quality. For each failure type, test engineers
need to adhere to the outlined procedure to conduct resilience tests.

3 MOTIVATION
In the current industrial practice, test engineers conduct resilience
profiling by manual configuration of rules. This section first points
out that the current resilience testing practice suffers from labor-
intensity and flexibility issues due to the decoupled, dynamic, and
specialized nature of microservices (§ 3.1). To keep up with the
fast-evolving microservices, automated and versatile resilience pro-
filing is desired. To explore the opportunity to automate resilience
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profiling, we compare the differences of failures’ manifestations in
the monitoring metrics between resilient and non-resilient deploy-
ments of an open-source benchmark microservice system (§ 3.2).
Our insight is that versatile resilience profiling can be automated
by quantifying the degradation disseminated from the system per-
formance metrics to the user-aware metrics.

3.1 Issues of Current Practice
Currently, test engineers manually set resilience test rules for each
service and each failure type. Setting the rules heavily depends on
human expertise. As demonstrated below, such a practice suffers
from labor-intensity and flexibility issues, especially when eval-
uating the resilience of an online service composed of multiple
fast-evolving microservices.

3.1.1 Labor-intensity Issue. Cloud providers are increasingly
becoming worried of relying on manual labor and expertise for
resilience profiling. This is partly because the process of creating
rules is time-consuming and labor-intensive. The problem of labor
intensity is especially pronounced in microservices, primarily due
to two specific reasons.
1) Decoupled, massive components. Since microservice systems are

highly decoupled, the number of microservices is very large. Due
to the complex dependency [54, 56] and system architecture [37],
the number of failures increases exponentially with the number
of microservices in the system. Making proper rules under such
massiveness is really challenging.

2) Dynamics. Microservices encourage seamless updates and flexi-
ble deployment of services [5], so the failure rule sets should be
updated accordingly, incurring lots of burden on test engineers.
Our investigation into a cloud service provider, Huawei Cloud,

reveals that each service has around 26 microservices on average,
with the largest having over 190 microservices. Each microser-
vice generates over 40 metrics, resulting in approximately 1040
monitoring metrics per cloud service. Despite the possibility of
automating the analysis of monitoring metrics, manual resilience
rule definition and updating remain labor-intensive, taking about
two person-months per cloud service. As a result, the manual iden-
tification of resilience test rules is not too time-consuming and
labor-intensive for large-scale microservices.

3.1.2 Flexibility Issue. Fixed resilience test rules cannot fit dif-
ferent microservice systems, as well as microservices with various
refined resilience mechanisms, lacking the desired adaption to dif-
ferent systems. We attribute this flexibility issue to two reasons.
1) Diversity exists in micoservices and their failures.Microservices

are specialized andmay fail in different ways [40], so the manifes-
tations of failures are also manifold. The current practice requires
per-system and per-fault re-configurations on test rules.

2) Resilience sometimes is not an either-or thing. The boundary be-
tween "resilient" and "non-resilient" in certain cases is less abso-
lute due to the presence of refined resilience mechanisms. Fixed
resilience test rules with binary PASS/FAIL results may not ad-
equately capture the subtle differences in an online service’s
resilience for two main reasons. First, the impact of failures
in a microservice system is diverse, as the decoupled architec-
ture [37] often leads to partial failures of microservices [22].

Second, online services adopting the microservice architecture
commonly employ multiple ways for fault tolerance, e.g., multi-
ple replications and active traffic control [38]. With these fault
tolerance mechanisms, the online service can be in a gray-failure
status [33].
For example, suppose we conduct resilience tests on an online

service. The passing criteria require the mean time to recovery to
be 5 minutes, which means the microservice should recover to the
normal status in 5 minutes after the failure injection. Given the
throughput of a microservice’s two versions A and B under the
same failure, the only difference is that version A takes 5 minutes to
recover while version B only takes 2 minutes. Version B has higher
resilience than A. However, both versions PASS the resilience test
and we cannot explicitly know which one is more resilient. Thus,
fixed rules cannot reflect the subtle difference in resilience.

Compared with traditional monolithic applications, the metric
analysis for a microservice system becomes more complex because
(1) the decoupled and specialized nature of microservices makes the
number of monitoring metrics explode, and (2) the mutual influence
between monitoring metrics becomes exquisite [23, 25].

To sum up, the current manual test rule configuration suffers
from the labor-intensity issue due to the decoupled and dynamic
attributes of microservices. The impact of failures is diverse. The
fixed test rules cannot adapt to different microservice systems and
cannot depict the subtle difference in an online service’s resilience,
which results in the flexibility issue. Thus, it is necessary to design
a framework for resilience testing that can automatically adapt to
different failures without defining the rules manually.

3.2 Investigation on Failures’ Impact
Microservice resilience is frequently compromised due to ubiqui-
tous failures [55, 56], including the inherent bugs [57, 58], unstable
message passing [34], and unreliable cloud infrastructure [40, 52].
Even routine operations, such as software upgrades and configura-
tion file changes, can lead to significant service disruption [29].

To identify microservice resilience failures, we analyzed incident
reports from 2020 to 2022 at Huawei Cloud. Two senior Ph.D. stu-
dents, familiar with the cloud computing system, classified each
failure by level (infrastructure or container) and type (e.g., mem-
ory, network, machine). We collected failures that occurred one
or more times and were related to service resilience, with input
from an experienced cloud system architect. The analysis yielded
27 relevant failures, categorized by virtualization level and type of
failed resource. Software bugs were excluded as they are typically
detected through functional testing. Table 1 lists these failures.

To comprehend the impact of failures, we conduct an empirical
study on two different deployments of the Train-Ticket open-source
microservice benchmark system [57]. One deployment is config-
ured with common resilience mechanisms (load balancing and two
replications for each microservice), while the other lacks these
mechanisms. The study takes place on a Kubernetes cluster with
128 GB memory and 24 CPU cores, and monitoring metrics are
collected and visualized using cAdvisor [27] and Prometheus [21].

We inject the failures listed in Table 1 into the Kubernetes cluster
using ChaosBlade [2] and record and analyze the system’s response.
Finally, we compare the impacts with and without the common
resilience mechanisms.
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Table 1: Failures and the corresponding degradation with and without the resilience mechanisms mentioned in § 3.2

Virtualization Level Type Failure Degradation w/o resilience mechanisms Degradation w/ resilience mechanisms

Infrastructure

CPU CPU overload High physical CPU usage, slow response speed Decreased but acceptable response speed
Memory Memory overload High physical memory usage, slow response speed Decreased but acceptable response speed

Storage

Disk partition full Unable to read/write, internal error (500) Normal response
High disk I/O throughput High physical I/O throughput Normal response
High disk I/O latency Slow I/O Normal response
High disk I/O error Slow and erroneous I/O Normal response
Block storage service stopped I/O rate drop to zero, internal error (500) Normal response

Network

High HTTP packet loss rate High retransmission rate Normal response
High HTTP request latency High connection latency, slow response Return to normal response speed shortly
TCP disconnection Connection error, disconnected Return to normal response speed shortly
Port in use Connection initialization error (same as left)
NIC down Connection error, unreachable network (same as left)
Running out of network connections Unable to create new connections Normal response

Process Critical process killed Unresponsive process, existing connection down Normal response after some time

Machine
Unplaned reboot Machine offline Normal response after some time
Power outage Machine offline Normal response after some time
System time shift Process error Automaitc time correction

Container

CPU Container CPU overload High container CPU usage, slow response speed Decreased but acceptable response speed
Memory Container memory overload High container memory usage, slow response speed Decreased but acceptable response speed

Network

Container TCP disconnection Connection error within container Return to normal response speed shortly
Unreachable network Network unreachable error in container Return to normal response speed shortly
Container port in use Connection initialization error (same as left)
Container network packet loss High retransmission rate Return to normal response speed shortly
Container virtual NIC down Connection error Return to normal response speed shortly

Storage Container disk full Unable to read/write, internal error (500) Normal response after some time

Instance Container instance killed Instance offline, unresponsive microservice endpoint Normal response after some time
Container instance suspended Instance offline, unresponsive microservice endpoint Normal response after some time

The impact of the injected failures becomes evident through ser-
vice degradation. This degradation is quantified by measuring how
much the service’s performance deviates from the benchmark [55].
We herein use the service’s average performance without injected
failures as the benchmark. The service degradation is determined
by comparing the performance during the normal period with that
during the fault-injection period. Table 1 contains the failure mani-
festations without applying the described resilience mechanisms
in the penultimate column, while the last column shows the fail-
ure manifestations with the resilience mechanisms applied. It’s
worth noting that the same failure may cause different degrees of
degradation depending on the employed resilience mechanism.

Through a comparative analysis of the last two columns in Ta-
ble 1, we observe that failures can exhibit diverse impacts and
resilient services can mitigate the impact of failures on system per-
formance metrics, while user-aware metrics are less affected. For
instance, when there is only one container, the container CPU over-
load failure leads to 100% CPU usage remaining for an extended
duration and affects the end user’s experience negatively. Never-
theless, when multiple replications are employed, the impact on
user-aware metrics, such as throughput, becomes less severe. An-
other example is that microservices with two active replications
can rapidly recover from a "container instance killed" failure. Con-
versely, microservices lacking such replication mechanisms will
experience extended recovery times or even break down entirely.

3.3 Our Insight
In this paper, we define degradation dissemination as the pro-
cess by which degradation in system performance metrics spreads or
disseminates to affect user-aware metrics in a microservice system.
When a failure causes degradation in the system performance met-
rics, it can have an impact on user-aware metrics, leading to less
resilient services.

As evidenced by our empirical study on failures’ impact, we
suggest that versatile and labor-efficient resilience profiling can

be achieved by analyzing the dissemination of degradation from
system performancemetrics to user-awaremetrics.When the degra-
dation of user-aware metrics mirrors system performance metrics,
the failure’s impact spreads from the system to the user-aware level,
resulting in less resilient services. Conversely, lower dissemination
of degradation implies higher microservice system resilience. This
finding highlights the possibility of creating a versatile framework
for assessing a microservice system’s resilience to different failures,
eliminating the need for manually defining resilience test rules.

Insight: Microservices exhibit diverse failure patterns, resulting
in various impacts on metrics. The primary consequence of these
failures is service degradation. Higher resilience is associated with
limited dissemination of degradation from system performance
metrics to user-aware metrics.

4 METHODOLOGY
We propose MicroRes, a versatile microservice resilience profiling
framework via degradation dissemination indexing. Figure 2 illus-
trates the overall workflow of MicroRes. It consists of three phases,
i.e., failure execution, dissemination-based metric lattice search, and
resilience indexing. The failure execution is composed of failure injec-
tion and failure clearance. Given a specified failure and a predefined
load generator, MicroRes collects the to-be-tested service’s monitor-
ing metrics in the normal and faulty period. For the dissemination-
based metric lattice search, we propose a dissemination-based metric
selection algorithm. We organize all possible metric subsets of the
monitoring metrics as a huge lattice. Then MicroRes searches the
lattice while reducing the dimension by gradually selecting and re-
moving the metric that contributes most to the overall degradation.
In this way, the search path naturally forms a ranked list of monitor-
ing metrics along with their contribution to the overall degradation.
Lastly, for resilience indexing, we calculate the resilience index by
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Figure 2: Overall framework of MicroRes.

how much the degradation disseminates from system performance
metrics to user-aware metrics.

MicroRes measures the performance loss (i.e., the degree of ser-
vice degradation) by comparing the metrics’ difference between
normal and faulty periods. It quantifies the degradation dissemina-
tion by ranking the monitoring metrics’ contribution to the overall
degradation. In short, if system performance metrics contribute
more to overall degradation than user-aware metrics, degradation
dissemination is less, indicating higher resilience.

Such design addresses the labor-intensity and flexibility issues.
First, MicroRes automatically produces resilience indices by mea-
suring the degradation dissemination from system performance
metrics to user-aware metrics, significantly alleviating human labor
and saving time. Second, as MicroRes uses ranking, it is agnostic to
the system architecture or adopted resilience mechanisms, allow-
ing for flexible adoption to different microservice systems without
system-dependent or fault-specific configurations.

4.1 Failure Execution
The failure execution consists of the failure injection and the failure
clearance phases. First, a test engineer needs to provide a load gen-
erator to the online service being tested. The load generator should
mimic real-world requests from users. Second, the test engineer
selects a list of failures to test. The failure can be injected at the
infrastructure level or at the container level. Then, MicroRes au-
tomatically generates a failure injection pipeline. For each failure,
MicroRes injects the failure, clears the failure, and collects the ser-
vice’s monitoring metrics in the meantime. The duration of failure
injection and failure clearance are the same for each failure.

During the two phases, MicroRes collects two types of met-
rics, i.e., user-aware metrics and system performance metrics. Sup-
pose B is the user-aware metrics set and P is the system perfor-
mance metrics set in the system. We denote the set of all the user-
aware metrics and system performance metrics as M = B ∪ P.
Suppose 𝑐𝑎𝑟𝑑 (M) = 𝑀 , we can index all the monitoring met-
rics from 𝑚1 to 𝑚𝑀 . In other words, M = {𝑚1,𝑚2, · · · ,𝑚𝑀 }.
Thus, for any 𝑖 ∈ [1, 𝑀], either 𝑚𝑖 ∈ B or 𝑚𝑖 ∈ P. We de-
note the monitoring metrics during the failure injection period
as M 𝑓 = {𝑚𝑓

1 ,𝑚
𝑓

2 , · · · ,𝑚
𝑓

𝑀
}. For each 𝑖 ,𝑚𝑓

𝑖
is a univariate time

series denoting the monitoring metrics during the failure injection
(faulty) period. Likewise, we denote the monitoring metrics during

the failure clearance (normal) period asM𝑛 = {𝑚𝑛
1 ,𝑚

𝑛
2 , · · · ,𝑚

𝑛
𝑀
}.

Also, for each 𝑖 ,𝑚𝑛
𝑖
is a univariate time series denoting the mon-

itoring metrics during the failure clearance (normal) period. We
ensure that 𝑙𝑒𝑛𝑔𝑡ℎ(𝑚𝑓

𝑖
) = 𝑙𝑒𝑛𝑔𝑡ℎ(𝑚𝑛

𝑖
) = 𝑇 .

4.2 Dissemination-based Metric Lattice Search
The dissemination-based metric lattice search aims at comparing
and ranking the contribution of different monitoring metrics to the
overall service degradation caused by the failure. Algorithm 1 shows
the procedure for dissemination-based metric lattice search. We
introduce the dissemination-based metric lattice search from the fol-
lowing three aspects, i.e., metric lattice construction, dissemination-
based metric selection, and metric lattice search.

Algorithm 1: Dissemination-based Metric Lattice Search
Input: The monitoring metrics M = {𝑚1,𝑚2, · · · ,𝑚𝑀 }; The

monitoring metrics during the failure injection period
M 𝑓 = {𝑚𝑓

1 ,𝑚
𝑓

2 , · · · ,𝑚
𝑓

𝑀
}; The monitoring metrics during

the failure clearance period M𝑛 = {𝑚𝑛
1 ,𝑚

𝑛
2 , · · · ,𝑚𝑛

𝑀
}

Output: An ranked list of metrics M̂
1 Construct the metric lattice (Section § 4.2.1)
2 L = 𝐸𝑚𝑝𝑡𝑦𝐿𝑖𝑠𝑡 ( )
3 𝑀 = M
4 while𝑀 ≠ ∅ do // Metric Lattice Search
5 𝑐𝑚𝑎𝑥,𝑚𝑖𝑚𝑎𝑥 = MetricSelection(𝑀 )
6 L.𝑎𝑝𝑝𝑒𝑛𝑑 ( (𝑐𝑚𝑎𝑥,𝑚𝑖𝑚𝑎𝑥 ) )
7 𝑀 = 𝑀 − {𝑚𝑖𝑚𝑎𝑥 }
8 end
9 return L

4.2.1 Metric Lattice Construction. Formally, a lattice is a partially
ordered set in which each pair of elements has a least upper bound
and a greatest lower bound. Inspired by the frequent itemset mining
algorithm [30, 45], we construct a lattice from the power set (i.e., the
set of all subsets) of all the available monitoring metrics (denoted
as M). Let each subset of M be a node in the metric lattice L.
We define the order between any two nodes of the lattice as the
subset-superset relation. Formally, suppose we have 𝑎, 𝑏 ⊆ M and
𝑎 ≠ 𝑏, then 𝑎 ⊂ 𝑏 (⊆ M) (in the monitoring metric set) indicates
𝑎 ≤ 𝑏 (𝑏 → 𝑎 in the metric lattice). Given the definition, for any
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𝑎 and 𝑏, the least upper bound isM. The greatest lower bound is
∅. Hence, the correctness of the generated lattice is theoretically
guaranteed. The metric lattice will be searched starting from the
nodeM in later steps.

Figure 3 illustrates an example metric lattice constructed from
M = {𝑚1, · · · ,𝑚4}. Each directed edge indicates a subset-superset
relation, pointing from the metric superset to the metric subset.
Note that we set the number of monitoring metrics as a small value,
4, for a clear illustration.

Figure 3: An example metric lattice constructed from M =

{𝑚1, · · · ,𝑚4}. We set the number of monitoring metrics as a
small value, 4, for a clear illustration. The path of all solid
red edges forms a ranked list.

4.2.2 Dissemination-based Metric Selection. As mentioned in Sec-
tion § 3.2, service degradation is the primary manifestation of the
failures’ impact. We propose to measure the service degradation
via the fluctuation of system performance metrics and user-aware
metrics. If the degradation of system performance metrics cannot
disseminate to the degradation of user-aware metrics, resilience is
higher. Otherwise, the resilience is lower. Therefore, the key is to
select the monitoring metric that contributes most to the overall
service degradation among all the monitoring metrics.

Algorithm 2 shows how to select the metric that contributes
most to the overall service degradation. Expressly, given a subset of
the entire monitoring metrics set M′ ⊆ M and the metrics during
the faulty and normal period M′𝑓 and M′𝑛 . We first compute
the performance difference 𝛿𝑖 of each monitoring metric𝑚𝑖 (Line
7). The computation involves determining the absolute difference
for each specific metric during the failure injection period, paired
with the metrics during the failure clearance period. This absolute
difference serves as a measure of the influence of injected failures
on each metric. All metrics’ performance difference naturally forms
a performance difference matrix D (Line 10). Subsequently, we
identify the metric that has the most significant impact on the
performance difference, as outlined in Lines 12 to 18.

We apply Principal Component Analysis (PCA) [30, 53] on the
performance difference matrix D to reduce D to 1 dimension. PCA
is a statistical technique for simplifying and understanding complex
data by reducing its dimensionality while preserving most of its
variability. In our case, we have a bunch of metrics’ performance
differences in a high-dimensional space. Each dimension represents

Algorithm 2: Dissemination-based Metric Selection
Input: The monitoring metric subset M′; The monitoring metrics

during the failure injection period M′𝑓 ; The monitoring
metrics during the failure clearance period M′𝑛

Output: The metric𝑚𝑖 ∈ M′ where𝑚𝑖 contribute most to the
overall service degradation

1 Function MetricSelection(M′ , M′𝑓 , M′𝑛):
2 𝑇 = length of the monitoring metrics
3 D = [ ]
4 for𝑚𝑖 ∈ M′ do
5 // Compute the performance difference of each individual

metric
6 for 𝑡 = 1 . . .𝑇 do
7 𝛿𝑖 (𝑡 ) = |𝑚𝑓

𝑖
(𝑡 ) −𝑚𝑛

𝑖
(𝑡 ) |

8 end
9 𝛿𝑖 = 𝛿𝑖 − 𝛿𝑖 // Normalize 𝛿𝑖

10 D = [D;𝛿𝑖 ] // Concatenate the normalized performance
difference

11 end
12 𝛿𝑃𝐶1 = PCA(D, 𝑑𝑖𝑚 = 1) // Reduce to one dimension via

Principal Component Analysis
13 // Select the metric that contributes most to the performance

difference
14 for 𝛿𝑖 ∈ D do
15 𝑐𝑖 = Contribution(𝛿𝑃𝐶1, 𝛿𝑖 )
16 end
17 𝑐𝑚𝑎𝑥 = max(𝑐𝑖 )
18 𝑖𝑚𝑎𝑥 = arg max𝑖 (𝑐𝑖 )
19 return 𝑐𝑚𝑎𝑥 ,𝑚𝑖𝑚𝑎𝑥

20 End

a different attribute of degradation, e.g., disk I/O, network, response
latency, etc. We use PCA to find a new dimension, called the prin-
cipal component, that captures the most important performance
difference. The principal component, of length𝑇 (Line 12), denoted
as 𝛿𝑃𝐶1, is a linear combination of the original metrics principal
components. Let 𝛿𝑃𝐶1 represent the overall service degradation
caused by the injected failure. We compute the contribution of
each metric to the overall degradation via a contribution measure
Contribution() (Line 15). The higher the similarity between 𝛿𝑃𝐶1
and 𝛿𝑖 , the larger the Contribution() outputs. Contribution()
can be a correlation coefficient (e.g., Pearson correlation coefficient)
or any other distance measure (e.g., Euclidean distance or dynamic
time warping distance) deemed appropriate. We discuss the selec-
tion of Contribution() in Section § 5.3. In the end, the function
returns the metric𝑚𝑖𝑚𝑎𝑥 that contributes most to the overall ser-
vice degradation, along with its contribution 𝑐𝑚𝑎𝑥 . 𝑚𝑖𝑚𝑎𝑥 will
guide the metric lattice search, and 𝑐𝑚𝑎𝑥 will be used to calculate
resilience in Section § 4.3.

4.2.3 Metric Lattice Search. The metric lattice search is straightfor-
ward with the dissemination-based metric selection. As shown in
Algorithm 1, the search starts from the node of the entire metric set
M. At each node M′ ∈ M, we select the metric𝑚𝑖𝑚𝑎𝑥 that con-
tributes most to the service degradation on the metric set M′. We
then eliminate the monitoring metric𝑚𝑖𝑚𝑎𝑥 fromM′ and proceed
to the next node until all the monitoring metrics are eliminated.
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Table 2: Effectiveness Comparison (RQ1) and Ablation Study (RQ2) of MicroRes

Category Method Train-Ticket Social-Network Industry

CE MAE RMSE Acc F1 CE MAE RMSE Acc F1 CE MAE RMSE Acc F1

RQ1
SVC 0.8830 0.3497 0.5267 0.5802 0.7018 1.2608 0.3908 0.5657 0.5278 0.6383 0.6743 0.3786 0.4627 0.6786 0.7273
RF 0.9399 0.3507 0.5277 0.5802 0.7018 0.6708 0.2358 0.4063 0.5833 0.6809 0.7477 0.4012 0.4865 0.5000 0.5882
ET 0.8163 0.2999 0.4771 0.5926 0.7227 0.9160 0.3135 0.4927 0.6111 0.6818 0.5340 0.3100 0.3814 0.5714 0.6842

RQ2
MicroRes-euc 0.4464 0.1868 0.3384 0.6543 0.7846 0.7199 0.2861 0.4640 0.6389 0.7451 0.4409 0.3036 0.3729 0.6071 0.7027
MicroRes-corr 0.3629 0.1730 0.3174 0.6914 0.8092 0.5969 0.2201 0.3865 0.6111 0.7407 0.4049 0.2882 0.3516 0.5714 0.6842
MicroRes-cid 0.3725 0.1645 0.3037 0.8148 0.8966 0.5154 0.1851 0.3326 0.8333 0.9091 0.3855 0.2737 0.3304 0.8571 0.9130

MicroRes 0.3246 0.1618 0.2993 0.9012 0.9481 0.3766 0.1814 0.3382 0.8611 0.9231 0.2977 0.2436 0.2812 0.8929 0.9362

The path from M to ∅ naturally forms an ordered list of all the
monitoring metrics𝑚 and their contribution value 𝑐 , denoted as L.
For example, in Figure 3, the path of all solid red edges forms the
ordered list [𝑚2,𝑚4,𝑚1,𝑚3].

4.3 Resilience Indexing
Section § 3.2 finds that resilience can be inferred from whether the
degradation in system performance metrics disseminates to the
degradation in user-aware metrics. To quantify the degradation
dissemination, we calculate the degradation in system performance
metrics and user-aware metrics with Equation 1 and Equation 2,
respectively. Equation 1 and 2 are derived from the Discounted
Cumulative Gain [16], which initially measures the quality of search
engines’ results from the aspect of both the order and the content
relevance.

𝐷P =
∑︁

𝑚𝑖 ∈P

𝑐𝑖

log2 (𝑟𝑎𝑛𝑘 (𝑚𝑖 ;L) + 1) (1)

𝐷B =
∑︁

𝑚𝑖 ∈B

𝑐𝑖

log2 (𝑟𝑎𝑛𝑘 (𝑚𝑖 ;L) + 1) (2)

In the end, we utilize the sigmoid function to map the difference
between B’s and P’s contribution to a float value 𝑟 ∈ (0, 1), as
shown in Equation 3.

𝑟 =
1

1 + 𝑒𝐷B−𝐷P
(3)

where 𝑟 measures the degradation dissemination from the system
performance metrics to the user-aware metrics. Larger 𝑟 means
higher resilience. In practice, engineers can set a resilience threshold
𝜏 to get binary PASS/FAIL results, i.e., 𝑟 > 𝜏 ⇒ PASS and 𝑟 < 𝜏 ⇒
FAIL.

5 EVALUATION
This section evaluates MicroRes by answering the following re-
search questions:
• RQ1. How effective is MicroRes in evaluating the resilience of
online services?

• RQ2. How do different contribution measures affect the perfor-
mance of MicroRes?

• RQ3. How efficient is MicroRes?

5.1 Experiment Settings
5.1.1 Dataset. To illustrate the practical effectiveness of MicroRes,
we carried out experiments on two simulated datasets and one

industrial dataset. Since there is no existing dataset for resilience
testing, we conducted resilience tests on two open-source microser-
vice systems and one industrial microservice system. We collected
the monitoring metrics and manually labeled the resilience testing
results to build the three datasets. We release all datasets with the
paper to facilitate future research in this field.

Table 3: Dataset Statistics

Dataset | B | | P | #Microservices #Failures Failure Duration

Train-Ticket 30 195 15 24 10 minutes

Social-Network 50 325 25 10 5 minutes

Industry 2 12 (Undisclosed) 28 20 minutes

Simulated Datasets: For collecting the first simulated dataset,
we deploy Train-Ticket [57], an open-source microservice system,
with Kubernetes, a popular microservice orchestrator. Train-Ticket
is a web-based ticketing system with 15 microservices. For load
generation, we develop a request simulator to simulate the access
of ordinary users to the ticketing system. The simulator will log in
to the system, search for tickets, order tickets, food, insurance, and
make the payment. We inject 24 failures listed in Table 1 into the
benchmark microservice system with ChaosBlade. (We omit the
three failures in “Infrastructure - Machine” as we do not have any
access to the physical server.) For each failure, the failure injection
period and failure clearance period both last for 10 minutes, during
which the simulator continuously sends requests to the system.
cAdvisor [27] is used to collect 13 system performance metrics. The
system performance metrics cover all major aspects of the microser-
vice system, including CPU, file system, memory, and network. As
for the user-aware metrics, we use Jaeger, an open-source tracing
framework, to trace all the API calls. Following the existing re-
search [54], we calculate the average response time and the request
error rate in seconds as the user-aware metrics.

Similarly, we collected the second simulated dataset on another
widely used microservice orchestrator “docker-compose”. Different
from “Kubernetes”, “docker-compose” orchestrates microservices
on a single host. The resilience of a “docker-compose” microservice
system depends more on the microservice developer. We use the
Social-Network [24] microservice system. It includes 12 microser-
vices for processing user requests and 13 microservices for data
storage. Its user-aware metrics include the average response la-
tency and the request error rate. As “docker-compose” employs few
resilience mechanisms at the infrastructure level, we only inject 10
failures at the container level with ChaosBlade. Each failure lasts
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for 5 minutes since the Social-Network benchmark responds faster
than Train-Ticket.

Industrial Dataset: To illustrate the practical usage of MicroRes,
we collected an industrial dataset from the production cloud sys-
tem of Huawei Cloud. Serving tens of millions of users worldwide,
Huawei Cloud provides many cloud services to users, including
cloud virtual machines, cloud databases, edge computing, data an-
alytics, etc. The data analytic service adopts the microservice ar-
chitecture. We inject 27 container-level and infrastructure-level
failures into the data analytic service using the proprietary fault in-
jection tool. As the production system takes roughly half a minute
to complete one request, we let each failure last for 20 minutes.
Limited by the production system, we collected 12 performance
metrics and 2 user-aware metrics in total. The user-aware metrics
of the dataset include the latency and the error rate.

Manual labeling: As MicroRes is unsupervised, labels are only
for evaluation. We adopt the criteria in Section § 3 for resilience,
i.e., whether the degradation in system performance metrics dis-
seminates to the degradation in user-aware metrics. Following the
existing work [54], we adopt binary PASS/FAIL labels since it is eas-
ier for annotators to reach an agreement. For the industrial dataset,
test engineers from Huawei Cloud investigate the monitoring data
and annotate PASS/FAIL labels according to the criteria and their
expertise. For the simulated datasets, industrial engineers were not
available to develop all the ground truth. Thus, we invited two
senior Ph.D. students to inspect the collected monitoring metrics
and give PASS/FAIL labels on each injected failure. Since the two
benchmarks are open source and easy to follow, experienced Ph.D.
students could produce accurate labels. In case of disagreement,
which turns out to be rare, they will invite industrial engineers to
judge and verify difficult cases. In particular, to address discrep-
ancies in the impact assessment of Container CPU overload and
Container memory overload failures, engineers must reconcile dif-
ferences between the two Ph.D. student annotators, as the impact
of these failures appears somewhat ambiguous. Resolving these
discrepancies involves consulting the SLA to determine the final la-
bel. For other failures, the two PhD student annotators consistently
reach an agreement. Lastly, we convert PASS to 1 and FAIL to 0
before quantitatively comparing them with the resilience values.

Table 3 shows the statistics of the three datasets. As the number
of monitoring metrics varies with the microservice system architec-
ture, we list the number of system performance metrics (denoted
as |P |) and user-aware metrics (denoted as |B|) in Table 3. “# Mi-
croservices” and “# Failures” mean the number of microservices,
and the number of injected failures in the dataset, respectively.

5.1.2 Baselines. As MicroRes is the first automatic data-driven
approach to compute resilience indices, few existing approaches
could serve as baselines. Since metrics are time series data and
the nature of testing is classification, we resort to commonly-used
classification algorithms as baselines, i.e., Support Vector Machine
Classifier [15] (denoted as SVC), Random Forest [13] (denoted as
RF), and Extra Trees [26] (denoted as ET). For the baselines, we
directly use the implementation from the Python package sklearn.

Since MicroRes does not require training, to ensure fairness, we
only use the classification baselines to compute the contribution
of different metrics to the overall degradation. Specifically, let the

input 𝑋𝑡 be all the monitoring data at time 𝑡 , and the output 𝑦𝑡
be whether 𝑡 is in the failure injection period, we train the predic-
tive baselines with all 𝑋𝑡 and 𝑦𝑡 . No testing data is needed, as we
directly use the rank of feature importance (for ET and RF) and
the rank of coefficient (for SVC) as the ordered sequence of the
monitoring metrics. In RF and ET, feature importance describes
the relevance of features [13]. The meaning of coefficients in SVC
is in line with feature importance [49]. As the baselines already
consider the relevance of features, we set the contribution 𝑐𝑖 = 1
and calculate the resilience indices the same way as MicroRes.

5.1.3 EvaluationMetrics. Since the label is binary, but the resilience
index of MicroRes is a decimal value, we employ two types of evalu-
ation metrics. First, we follow existing work [54] and employ Mean

Absolute Error (MAE) 𝑀𝐴𝐸 =

∑𝑁
𝑖=1 |𝑦𝑖−𝑝𝑖 |

𝑛 , Root Mean Squared

Error (RMSE) 𝑅𝑀𝑆𝐸 =

√︃∑𝑁
𝑖=1 (𝑦𝑖−𝑝𝑖 )2

𝑁
, and Cross Entropy (CE)

𝐶𝐸 = 1
𝑁

∑𝑁
𝑖=1 −[𝑦𝑖 log(𝑝𝑖 ) + (1 − 𝑦𝑖 ) log(1 − 𝑝𝑖 )] to directly com-

pare binary labels and decimal outputs. Specifically, CE calculates
the difference between the label and the probability distribution
of the produced resilience indices. MAE and RMSE measure the
absolute and root-mean-squared differences between the produced
resilience indices and the ground truth labels. Lower CE, MAE, and
RMSE values indicate better prediction results. Second, to show the
practical usage in practice, we set the resilience threshold 𝜏 to con-
vert the decimal outputs to binary predictions, then use accuracy
and f1-score as the evaluation metric. Higher accuracy and f1-score
indicate better prediction results.

5.1.4 Experimental Environments. We deployed the Train-Ticket
benchmark in a Kubernetes cluster of two physical servers. Both
servers have 128 GB RAM and 24 CPU cores. The Social-Network
benchmark was deployed in a t2.2xlarge EC2 instance of AWS with
8 GB RAM and 8 CPU cores. The Industry dataset was collected in
proprietary servers in Huawei Cloud. For all datasets, we run the
degradation-based metric lattice search and the resilience indexing
on a laptop with 4 Intel CPU cores and 8 GB RAM.

5.2 RQ1: Effectiveness
To study the effectiveness of MicroRes, we compare its performance
with the baseline models on both datasets. For the contribution mea-
sure of MicroRes, we employ dynamic time warping (DTW) [35]
algorithm. Specifically, for the parameters of DTW, we set the warp-
ing window to be 5 seconds (for Train-Ticket) and 2 seconds (for
Social-Network), and use the square of the absolute difference as
the distance measure.We do this because the Social-Network bench-
mark is deployed in a single server, and it responds faster than the
Train-Ticket benchmark. Moreover, real-world industrial data often
contains noise and variability. Setting a bigger window helps fil-
ter out irrelevant fluctuations and focus on meaningful patterns or
trends within the data. We also use the moving average of a window
size 3 to smoothen the monitoring metrics for the baselines and our
method. We set the resilience threshold 𝜏 = 0.4 for the Train-Ticket
and Social-Network datasets and set 𝜏 = 0.75 for the industrial
dataset. The thresholds differ between simulated and industrial
datasets because Train-Ticket and Social-Network are equipped
with very few resilience measures, but the industrial system has
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many resilience measures, such as replications and better error
tolerance in code. The overall performance is shown in Table 2,
where wemark the best result for each metric and dataset. MicroRes
achieves the best performance on all the datasets. Notably, com-
pared with the best baseline, MicroRes reduces the loss by 44.3%,
21.4%, and 26.3% in terms of CE, MAE, and RMSE on the industrial
dataset. Moreover, MicroRes achieves the best accuracy (0.8929)
and F1-score (0.9362) on the industrial dataset. The performance
on the industrial dataset highlights the effectiveness of MicroRes
in production. The improvement of MicroRes on the industrial
dataset is smaller than on the simulated datasets. The industrial
microservice system incorporates more fault tolerance mechanisms,
making it harder for MicroRes to discriminate between PASS/FAIL.
Moreover, since the interactions of the TT benchmark are very fast,
the statuses of TT’s services are relatively similar, making simple
baselines and our approach perform similarly.

5.3 RQ2: Ablation Study
In RQ2, we focus on comparing the performance of various Mi-
croRes variants to assess how different contribution measures affect
MicroRes’ overall performance. To achieve this, we keep the pri-
mary framework, namely the Dissemination-based Metric Lattice
Search, and employ diverse contribution measures for the perfor-
mance evaluation. In particular, we conduct experiments with vary-
ing contribution measures, i.e., Euclidean Distance (denoted as
“MicroRes-euc”), Pearson Correlation (denoted as “MicroRes-corr”),
Complexity Invariant Distance [9, 10] (denoted as “MicroRes-cid”),
and keep other parameters identical. Our method, which uses DTW
as the contribution measure, is denoted as “MicroRes” in the table.
Table 2 shows the performance under different contribution mea-
sures. We marked models with the best performance in terms of
CE, MAE, RMSE, and F1-score. The results indicate that the impact
of different contribution measures in a reasonable range is small,
but “MicroRes” gives the overall best performance.

5.4 RQ3: Efficiency
The efficiency of MicroRes is composed of three parts, including
(1) the duration of failure execution, the time complexity of (2) the
degradation-based metric lattice search, and (3) the resilience index-
ing. The required duration of failure execution varies dramatically
for different systems, and we will discuss the suggested duration
in Section § 7. Among the remaining two phases, the most time-
consuming phase is the degradation-based metric lattice search.
Theoretically, the time complexity of Algorithm 2 depends on the
length 𝑇 of the monitoring metrics, the number of monitoring met-
rics |M|, and the time complexity of Cont(). Since |M| << 𝑇 in
practice, we treat |M| as a constant. The computation of perfor-
mance difference costs 𝑂 (𝑇 ), and the dimension reduction with
PCA costs 𝑂 (𝑇 3). As dynamic time warping can be easily paral-
lelized, we treat the time complexity of Contribution() as 𝑂 (𝑇 ).
Merging together, the upper bound of the time complexity is𝑂 (𝑇 3).
Considering the average time of failure injection is usually several
hours, the time complexity of 𝑂 (𝑇 3) will not be a problem. On
average, the latter two phases take 302 seconds to process a failure
test case of 𝑇 = 1200 on a laptop.

6 SUCCESSFUL CASES
MicroRes has been integrated into the resilience testing procedure
of Huawei Cloud. This section demonstrates two cases to show
the flexibility of MicroRes and the practical usage of the resilience
index. In Figure 4, Case 1 shows the monitoring metrics during
“Process Killed” failure in the Industry dataset. Case 2 shows the
monitoring metrics during “High I/O Throughput” failure in the
Industry dataset. “Success Rate” and “Avg. Delay” are user-aware
metrics. “Proc. No.” and “I/O Rate” are system performance metrics.
Other unaffected system performance metrics are omitted for clear
presentation. In the first case, the killed process cannot respond to
user requests. Consequently, the success rate drops significantly,
and the resilience index is low, making it FAIL MicroRes’s test.
In contrast, in the second case, although the I/O rate is high, the
average delay and the success rate remain stable. Hence, the “I/O
Rate” ranked much higher than the two user-aware metrics, and
the resilience index is high, so the test result is PASS. Note that
no separate configuration is needed for the two test cases. Thus,
MicroRes can be adopted flexibly for different failures. Moreover, by
inspecting the resilience index and the ranked metrics, engineers
can quickly identify the impacted metrics, showing the practicality
of MicroRes.
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(a) Case 1: Process Killed (FAIL)
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(b) Case 2: High I/O Rate (PASS)

Figure 4: Two successful cases in the industrial dataset. The
green area means the normal period and the red area means
the failure injection period.

7 DISCUSSION
7.1 Practiccal Usefulness
MicroRes’s practicality lies in its minimal human configuration re-
quirements. There is no need for engineers to configure individual
systems and their faults. Instead, engineers only have to choose
the desired faults and examine the generated resilience indices. Re-
silience indices play a crucial role in helping engineers comprehend
the extent of degradation propagation from system performance
metrics to business metrics during a specific fault. For instance, if
the degradation in the network received bytes (rx_bytes) has a more
significant impact on request throughput, engineers can improve
fault tolerance in the network accordingly.

Notably, MicroRes has already been integrated into the produc-
tion system of Huawei Cloud, contributing to a reduction in the
average time for resilience testing from 2 days to 4 hours. Accord-
ing to our practical usage in Huawei Cloud, we suggest during the
failure execution phase, at least 40 requests (20 requests during the
failure injection and 20 requests during the normal period) should
be processed. In industrial cloud systems, a complex API request
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usually takes 10 seconds to finish, so the failure execution phase
should last for less than 8 minutes, as a rule of thumb. Compared
with the frequency of microservice updates, i.e., usually, once a
week, the failure execution phase will not burden test engineers
too much with the help of MicroRes.

7.2 Limitation
The major limitation lies in the fact that MicroRes still requires
bootstrapping manual configurations on the categorization of user-
aware metrics and system performance metrics to facilitate re-
silience indexing. It is important to highlight, however, that these
two manual tasks only need to be done once, as subsequent execu-
tions of MicroRes do not rely on human intervention. Hence, the
bootstrapping manual configurations will not hinder the practical
usage of MicroRes.

7.3 Threat to Validity
Labeling Accuracy. The major threat to validity is labeling accuracy.
To evaluate MicroRes, we conduct experiments on two simulated
datasets. The evaluation on two simulated datasets requires labeling
the resilience test results, but the labels may not be 100% accurate.
However, the resilience mechanisms and deployment environment
of the benchmark systems are clear to all the annotators, so the
resilience test results are straightforward. Moreover, when disagree-
ments arise, the annotators will consult experienced test engineers
who are in charge of the resilience assurance of the cloud services
of Huawei Cloud. The number of inaccurate labels should be small.

Insufficiency of Simulation. For the evaluation, we deploy open-
source benchmark microservice systems to simulate real-world ser-
vices. Compared with real-world services, the open-source bench-
marks do not fully consider fault tolerance, resulting in poor re-
silience in the simulation. Hence, the simulated dataset may not
exhibit some common attributes of real online services. However,
we deploy the benchmark microservice systems with two widely-
used microservice orchestrators to show the practical usefulness
of MicroRes in different environments. We also simulate concur-
rent and varying user requests to mimic the real-world scenario.
Most importantly, we also employ the experiments on an indus-
trial dataset from Huawei Cloud, which contains more metrics and
complex degradation dissemination. The experiment results make
MicroRes stand out among the baselines. In summary, the simulated
and industrial datasets can accurately reflect the theoretical and
practical superiority of MicroRes.

8 RELATEDWORK
Resilience Testing of Online Services. To ensure the ability of the
system to minimize the impact of potential failures, considerable
attention has been paid to resilience testing of microservices, in-
cluding model-based resilience representation and analysis [43, 55],
non-intrusive and automated fault injection [3, 8, 31, 41], scalabil-
ity resilience testing [1]. [43] used the PRISM probabilistic model
checker to analyze the behavior of the Retry and Circuit Breaker
resiliency patterns. [55] proposed a Microservice Resilience Mea-
surement Model (MRMM) to represent the resilience requirements

of MSA Systems. [3] proposed a lineage-driven fault injection ap-
proach to infer whether injected faults can prevent correct out-
comes by exploring historical data lineage and satisfiability test-
ing. [31] presented a non-intrusive resilience testing framework
that injects faults by manipulating the network packets between
microservices. [1] simulated delay latency injection to assess the
fault scenario’s impact on the cloud software service’s scalability re-
silience. [1, 3, 31] all require test engineers to write test descriptions
and manually check assertions. Netflix proposed chaos engineer-
ing [8] to inject faults in the system randomly. A recent study [41]
proposes automatically generating resilience test cases by inferring
whether the injected faults can result in severe failures.

Instead of resilience profiling, most prior works mainly concern
fault injection into microservices with minimal system intrusion.
Additionally, the existing approaches rely heavily on human labor
or historical cases, making them less practical in cloud-scale ser-
vice systems with high dynamism and complex failure models. In
contrast, MicroRes primarily emphasizes resilience profiling with
minimal manual configuration, which is dispensed with historical
testing cases.

Combination Searching. Many combination searching techniques [6,
14, 28] have shown its promise in reducing information redun-
dancy and enhancing the performances of data-driven models.
The combination searching approaches fall into three categories:
score-based [14] and embedding-based [18, 32, 36, 42], and wrapper-
based [11, 46, 47, 50]. Specifically, wrapper-based approaches use
different combinations of features to train the same downstream
model. Some heuristic approaches [11, 50] have also been developed
to narrow the searching space due to the high searching complex-
ity. MicroRes employs a wrapper-based method and overcomes
the demerits of high computation cost and over-fitting by proper
pruning.

9 CONCLUSION
This paper intends to mitigate the labor-intensity and flexibility is-
sues of the current practice of resilience profiling that relies on man-
ually making rules.We propose the first versatile resilience profiling
framework, MicroRes, for microservice systems via degradation
dissemination indexing. Our insight behind MicroRes, motivated by
the investigation on the impact of common failures, is that resilient
deployment can effectively prevent the dissemination of degra-
dation from system performance metrics to user-aware metrics.
MicroRes quantifies the dissemination of degradation from system
performance metrics to user-aware metrics, which is a one-size-
fits-all solution without architecture knowledge, thereby adaptable
to different systems. Evaluations on open-source and industrial
microservice systems show that MicroRes can accurately and effi-
ciently measure the resilience of microservice systems, outperform-
ing all baseline methods in terms of cross-entropy.
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