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Abstract. We analyze five approaches to knowledge management in clinical 

decision support (CDS) systems: pattern recognition based on annotated imaging 
data, mining of stored structured medical data, text mining of published texts, 

computable knowledge design, and general or specific text corpora for large 

language models. Each method’s strengths and limitations in automating clinical 
knowledge management while striving for a zero-error policy are evaluated, offering 

insights into their roles in enhancing healthcare through intelligent decision support. 

The study aims to inform decisions in the development of effective, transparent CDS 
systems in clinical and patient care settings. 
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1. Introduction 

Clinical decision support (CDS) systems leverage various forms of clinical knowledge 

to enhance patient care. These systems range from early approaches to computer-assisted 

diagnosis [1], machine learning (ML) [2], and medical expert systems [3] to more 

modern methods such as the design of computable biomedical knowledge [4], big data 

ML [5], and most recently large language models (LLMs) [6].  

CDS—by definition and in its simplest expression—is the application of clinical 

knowledge to patients’ medical data [4]. A core objective is to automate clinical 

knowledge management—acquisition, formalization, and maintenance of clinical 

knowledge—to the extent possible in order to optimize clinical decision-making while 

striving for a zero-error policy. Effective knowledge management ensures that clinical 

knowledge is systematically acquired, structured, and maintained, enabling reliable CDS 

systems. 
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2. Methods 

Medical knowledge for CDS needs to be generated or acquired, technically administered, 

versioned, and regularly revised. Decision-makers, including patients’ caregivers 

(physicians, nurses, infection personnel, and others), need to be made aware of the 

strengths, limitations, and weaknesses of the knowledge [7]. 

We describe five sources of medical knowledge, analyze strengths and weaknesses, 

and show how these different kinds of medical knowledge can be and are applied in CDS 

systems. Based on this analysis, we infer future trends and anticipate some success and 

failure. 

3. Results 

Five epistemologically distinct approaches to CDS and knowledge management shall be 

distinguished. They are depicted in Figure 1 and discussed throughout the following 

sections. 

 

Figure 1. Overview of the five approaches to knowledge management for clinical decision support (CDS) 
discussed in this paper. We differentiate the approaches epistemologically: by their data source as well as 

their method of knowledge acquisition. 

3.1. Pattern Recognition of Imaging Data 

Image recognition arguably is currently the most widely used application of artificial 

intelligence (AI) in the form of ML in medicine, as 87% of AI/ML-enabled medical 

devices authorized by the United States Food and Drug Administration (FDA) in 2022 

belonged to the category of radiology [8]. 

These applications use an inductive approach and have gained a lot of attention in 

recent years due to reports of expert-level results achieved by deep learning algorithms 

[9]. However, there remain doubts about the direct application to individual patient care 

due to its narrow clinical focus as well as missing model explainability [9]. Furthermore, 

a recent study has found an increase of false-positive findings due to commercially 

available ML tools in radiology [10], underscoring the need for further research in this 

area while a first randomized, controlled clinical trial has shown the potential viability 

of such tools [11]. 
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3.2. Data Mining of Structured Data 

Mining of uninterpreted medical raw data contained in an electronic health record (EHR) 

or similar system (e.g., patient history data, signs from physical examination, laboratory 

test results) within specific clinical contexts is a form of empirical, low level knowledge 

management. Since this data mining typically makes use of vast amounts of data to 

inductively infer knowledge, we use the term “big” raw data for this approach [5]. 

An example of use of this approach can be found in the United States National 

Institute of Health (NIH)’s Informatics for Integrating Biology and the Bedside (i2b2) 

framework [12] which is mostly used for cohort discovery in EHRs. Another example 

can be found in IBM’s Watson which ultimately failed to gain a foothold in clinical 

practice as it was unable to generalize from patients’ EHR data as accurately as hoped 

[13]. However, an approach to improve the viability of such a data mining approach in 

CDS systems using a closed loop “Learning Healthcare System Cycle” has been 

proposed by Dagliati et al. [12]. 

3.3. Text Mining of Published Texts 

By text mining of published expert statements, consensus guidelines, and scientific state-

of-the-art documents, higher levels of medical knowledge can be utilized than with 

uninterpreted medical raw data or mere abstracts of published texts [14].  

This higher level, empirical, and inductive approach is sometimes combined with 

low level raw data mining to provide more in-depth CDS. An example is again IBM’s 

Watson which failed to properly generalize knowledge from scientific literature in a 

similar way as from patient-oriented data [13]. Some of the technical limitations of this 

approach are discussed by Westergaard et al. and include the inconsistent use of a 

standardized format [14]. 

3.4. Computable-Knowledge Design 

Computable clinical knowledge design contrasts the other presented approaches in its 

deductive usability once established. It deterministically applies axiomatic medical 

knowledge—accepted clinical knowledge that is predefined by domain experts and thus, 

once established, requires no further proof for the applied system—to structured medical 

raw data. The formalization of this knowledge enables logically provable inferences and 

the verification of a knowledge base’s consistency [15], thereby supporting a zero-error 

policy in CDS systems. 

This approach is the most prevalent of the discussed [4] despite being labor-intensive, 

requiring the manual formalization of clinical knowledge or guidelines in an executable 

format such as Arden Syntax [16] or the Clinical Quality Language (CQL) [17]. This 

formalization leads to increased explainability, reliability, and testability compared to 

inductive approaches, facilitating robust and transparent CDS. 

3.5. Large Language Models 

LLMs are deep neural networks trained on vast corpora of unlabeled texts with the ability 

to generate human-like responses to free-form input. Recently, they have attracted 

significant interest in the domain of clinical knowledge management due to their 

capability of interpreting and inductively synthesizing vast amounts of unstructured data, 
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as a number of studies exploring the clinical utility of LLMs have been published or are 

currently in the process of publication [18]. 

Most currently available LLMs are designed for general-purpose use, thus their 

responses cannot be expected to meet the high standards needed in clinical practice. 

Approaches for alignment to the safety-critical medical domain, such as Google’s Med-

PaLM, have been proposed, but are unable to outperform clinicians as of yet [6]. 

Furthermore, standardized frameworks for evaluation are lacking [18]. 

4. Discussion 

In clinical knowledge management—as in general—both inductive and deductive 

methods play crucial roles. Inductive approaches like ML draw on large datasets to 

identify patterns and associations in patient data. While this method can improve 

accuracy over time, it is important to note that these associations are not necessarily 

causal, which can lead to opaque or incorrect conclusions. 

On the other hand, deductive methods apply structured, established knowledge to 

patient data. This approach uses a knowledge processing engine to match data against a 

set of digitized rules or definitions, offering explainability and transparency regarding 

limitations of the knowledge base. While sometimes challenging due to potential errors 

in data or unexplored clinical patterns, this method provides a clear, logical framework 

for decision making. 

Currently, deductive knowledge design remains widely used in CDS systems. 

Although ML and other inductive tools are gaining attention, their practical adoption in 

clinical settings varies. For instance, image data pattern recognition has seen significant 

progress with FDA-approved medical devices and ongoing clinical trials. In contrast, 

data mining has failed to meet the high expectations placed in it for clinical usefulness 

while it is still used in medical research, e.g., for cohort discovery. LLMs have 

demonstrated enormous potential but are still in early development stages. Whether they 

will overcome the problems of proper generalization and fault tolerance 

(“hallucinations”) to enable use in clinical practice remains to be seen. 

As CDS evolves, a combination of inductive and deductive approaches is likely to 

prevail. Each method complements the other, with inductive methods helping to identify 

new associations and deductive methods applying these insights in a structured, 

deterministic context. The interplay of these approaches enhances the cycle of 

knowledge discovery and application, with ML playing a crucial role in accelerating this 

process. 

5. Conclusions 

CDS systems, as intelligent information technology (IT) implemented in healthcare, aim 

at enhancing service delivery by embracing best practices, optimizing outcomes, and 

ensuring the safety of both patients and healthcare workers. The integration of both 

inductive and deductive approaches offers a balanced strategy for decision-making, not 

only broadening the scope of CDS but also enabling greater accuracy and reliability. 

However, the path to fully realize the potential of IT-augmented health services is 

not without challenges. Key barriers include gaps in content and process quality, the need 

for more structured data, standardization in data formats and terminologies, and of course 
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adequate funding. Additionally, overcoming mental barriers—ranging from resistance 

due to a lack of understanding to skepticism about the potential for meaningful impact—

is crucial. 
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