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ABSTRACT
We show that the convergence proof of a recent algorithm called dist-EF-SGD for distributed stochastic gradient descent with
communication efficiency using error-feedback of Zhenget al., Communication-efficient distributed blockwisemomentumSGD
with error-feedback, in Advances in Neural Information Processing Systems 32: Annual Conference on Neural Information
Processing Systems 2019 (NeurIPS 2019), 2019, pp. 11446–11456, is problematic mathematically. Concretely, the original error
bound for arbitrary sequences of learning rate is unfortunately incorrect, leading to an invalidated upper bound in the conver-
gence theorem for the algorithm. As evidences, we explicitly provide several counter-examples, for both convex and nonconvex
cases, to show the incorrectness of the error bound.We fix the issue by providing a new error bound and its corresponding proof,
leading to a new convergence theorem for the dist-EF-SGD algorithm, and therefore recovering its mathematical analysis.

© 2021 The Authors. Published by Atlantis Press B.V.
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1. INTRODUCTION

1.1. Background

For training deep neural networks over large-scale and distributed
datasets, distributed stochastic gradient descent (distributed SGD)
is a vital method. In distributed SGD, a central server updates the
model parameters using information transmitted from distributed
workers, as illustrated in Figure 1.

Communication between the server and distributed workers can be
a bottleneck in distributed SGD. Alleviating the bottleneck is a con-
siderable concern of the community, so that variants of distributed
SGD using gradient compression have been proposed to reduce the
communication cost between workers and the server.

Recently, Zheng et al. [1] proposed an algorithm named dist-
EF-SGD recalled inAlgorithm1, inwhich gradients are compressed
before transmission, and errors between real and compressed gra-
dients in one step of the algorithm are re-used in future steps.

1.2. Our Contributions

In this paper, we point out a flaw in the convergence proof of Algo-
rithm 1 given in Zheng et al. [1]. We then fix the flaw by providing
a new convergence theorem with a new proof for Algorithm 1.

*Corresponding author. Email: tranthiphuong@tdtu.edu.vn

Zheng et al. [1] stated the following theorem for any sequence of
learning rate {𝜂t}.

Theorem A (Theorem 1 of [1], problematic). Suppose that
Assumptions 1-3 (given together with related notations in Section 2)
hold. Assume that the learning rate 0 < 𝜂t < 3

2L
for all t ⩾ 0. For

sequence xt generated from Algorithm 1, we have the following upper
bound on the expected Euclidean norm of gradients:

E
[‖‖‖∇f (xo)‖‖‖2] ⩽ 4(f(x0)−f⋆)∑T−1

k=0
𝜂k

(
3 − 2L𝜂k

)
+ 2L𝜎2

M

T−1∑
t=0

𝜂2t∑T−1

k=0
𝜂k

(
3 − 2L𝜂k

)
+ 32L2(1−𝛿)G2

𝛿2

[
1 + 16

𝛿2

] T−1∑
t=0

𝜂t𝜂2t−1∑T−1

k=0
𝜂k

(
3 − 2L𝜂k

)
where o ∈ {0,...,T − 1} is an index such that the probability

Pr(o = k) =
𝜂k

(
3 − 2L𝜂k

)∑T−1

t=0
𝜂t
(
3 − 2L𝜂t

) ,∀k = 0,… ,T − 1.

Problem in Theorem A.Unfortunately, the proof of Theorem A as
given in [1] becomes invalidated when the learning rate sequence
{𝜂t} is decreasing. In that proof, a lemma is employed to han-
dle decreasing learning rate sequences. However, in Section 3 we
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Figure 1 The computation model of distributed SGD. Multiple workers
communicate with a central parameter server synchronously. Each worker, after
local computations on its data, uploads selected results to the server. The server
aggregates all uploaded results from the workers, and sends back the aggregated
result from its computations to all workers. These are iterated for multiple rounds.

present several counter-examples showing that lemma does not
hold.Wemove on to fix that lemma and finally obtain the following
result as our correction for Theorem A.

Theorem 1. (Our correction for TheoremA)With all notations and
assumptions are identical to Theorem A, we have

E
[‖‖‖∇f (xo)‖‖‖2] ⩽ 4

(
f
(
x0
)
− f⋆

)∑T−1

k=0
𝜂k

(
3 − 2L𝜂k

)
+2L𝜎2

M

T−1∑
t=0

𝜂2t∑T−1

k=0
𝜂k

(
3 − 2L𝜂k

)
+ 8(1 − 𝛿)(2 − 𝛿)G2L2

𝛿
∑T−1

k=0
𝜂k

(
3 − 2L𝜂k

) T−1∑
t=0

𝜂t𝜂
2
t−1

t−1∑
k=0

𝜂2t−1−k
𝜂2t−1

𝛼k

+ 16(1 − 𝛿)(2 − 𝛿)3G2L2

𝛿2
∑T−1

k=0
𝜂k

(
3 − 2L𝜂k

)×
T−1∑
t=0

𝜂t𝜂
2
t−1

t−1∑
j=0

𝛼t−1−j
j∑

k=0

𝜂2j−k
𝜂2t−1

𝛼k,

where 𝛼 = 1 − 𝛿
2
and o ∈ {0,… ,T − 1} is an index

Algorithm 1Distributed SGD with Error-Feedback (dist-EF-SGD) [1]
1: Input: Loss functionℒ , learning rate {𝜂t} with 𝜂−1 = 0; number of
workersM; compressor 𝒞 (⋅)
2: Initialize: initial parameter x0 ∈ ℝd; error e0,i = 0 ∈ ℝd on each
worker i; error ẽ0 = 0 ∈ ℝd on server
3: for t ∈ {0,… ,T − 1} do
4: ∙ on each worker 1 ⩽ i ⩽M:
5: pick data 𝜉t,i from the dataset
6: gt,i = ∇ℒ

(
xt, 𝜉t,i

)
▷ stochastic gradient

7: pt,i = gt,i +
𝜂t−1
𝜂t
et,i ▷ gradient added with previous error

8: push Δt,i = 𝒞
(
pt,i

)
to server ▷ gradient compression at worker,

and transmission

9: pull Δ̃t from server
10: xt+1 = xt − 𝜂tΔ̃t ▷ local weight update
11: et+1,i = pt,i − Δt,i ▷ local error-feedback to next step
12: ∙ on central parameter server:
13: pull ∆t,i from each worker i

14: p̃t =
1
M

∑M

i=1
Δt,i +

𝜂t−1
𝜂t

ẽt ▷ gradient average with error

15: push Δ̃t = 𝒞
(
p̃t
)
to each worker ▷ gradient compression at

server
16: ẽt+1 = p̃t − Δ̃t ▷ error on server
17: end for

such that the probability

Pr(o = k) =
𝜂k

(
3 − 2L𝜂k

)∑T−1

t=0
𝜂t
(
3 − 2L𝜂t

) ,∀k = 0,… ,T − 1.

In addition, we show that the upper bound in Theorem 1 becomes
O
(

1√
MT

)
for a proper choice of decreasing sequence {𝜂t} in Corol-

lary 2. Moreover the upper bound in Theorem 1 matches previous
results given in Zheng et al. [1] when {𝜂t} is nondecreasing (Corol-
lary 1).

1.3. Paper Roadmap

We begin with notations and settings in Section 2. In Section 3, we
provide counter-examples to justify the issue in [1] for both non-
convex and convex cases.We then correct the issue in Section 4 and
then present a proof for Theorem 1 in Section 5.

1.4. Related Works

The use of gradient compression for reducing the communication
cost is widely considered in distributed machine learning recently.
One line of research is to compress the gradient only on the worker
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side before sending the result to the parameter server, namely one-
side compression. The parameter server receives and aggregates
these results and sends back the aggregated result to all workers.
Some recent papers such as [2–5] are in this line of research.

Another line of research uses gradient compression on both work-
ers and server, namely two-side compression. In these two-side
compression methods, the workers send the compressed local gra-
dients or some corrected forms of them to the parameter server, and
the parameter server compresses the aggregated result before send-
ing it back to all workers. Papers [1,6,7] use two-side compression
with an identical method of gradient compression for both workers
and the parameter server. Paper [8] considers two-side compres-
sion with flexible compression for both workers and the parameter
server.

2. PRELIMINARIES

Let ⟨⋅, ⋅⟩ be the inner product of vectors. The Cauchy–Schwarz
inequality states that for all vectors u, v it holds that | ⟨u, v⟩ |2 ⩽⟨u, u⟩ × ⟨v, v⟩. The Young inequality 𝛾 > 0 (sometimes called the
Peter–Paul inequality) states that (a + b)2 ⩽ (1 + 𝛾)a2 + (1 + 1/𝛾)b2
∀a, b ∈ ℝ. Let ‖⋅‖ be the Euclidean norm of a vector.

For completeness, we recall the algorithm of Zheng et al. [1] in
Algorithm 1 and its explanation as follows. At iteration t, the scale
𝜂t−1
𝜂t

of the local accumulated error vector et,i is added to the gradient
gt,i (line 7 of Algorithm 1) for the compression step. Each worker i
stores these local accumulated error vector et,i and local corrected
gradient vector pt,i for the next iteration. The compressed ∆t,i of pt,i
are pushed to the parameter server. The parameter server aggre-
gates these ∆t,i and uses the aggregated result to update the global
error-corrected vector p̃t (line 14 of Algorithm 1), which in turn is
used to update the global accumulated error vector ẽt+1 (line 16 of
Algorithm 1). Each worker receives the compressed Δ̃t of p̃t from
the parameter server and uses it to update the parameter xt+1.

In order to construct Algorithm 1, Zheng et al. [1] used the idea
of Karimireddy et al. [9] that combined gradient compression with
error correction. The innovative ideas of Zheng et al. [1] were to
apply compression on the parameter server and to use the scale 𝜂t−1

𝜂t
in line 7 of Algorithm 1. Unfortunately the scale 𝜂t−1

𝜂t
caused an issue

in the proof of convergence theorem of Algorithm 1. We examine
this issue in details in Section 3.

2.1. Compressor and Assumptions

Following [5,9], an operator 𝒞 ∶ ℝd → ℝd is a 𝛿-compressor for a
number 𝛿 ∈ (0, 1) if

E𝒞 ∥ 𝒞 (x) − x ∥2⩽ (1 − 𝛿) ∥ x ∥2 (1)

where the expectation E𝒞 is taken over the randomness of 𝒞 .

Given a loss function , define f (x) = E𝜉[(x, 𝜉)] where x ∈ ℝd

is the (neural network) model parameters, and 𝜉 is the data batch
drawn from some unknowndistribution.We consider the following
assumptions on f, which are standard and have been used in previ-
ous works [1,9].

Assumption 1. f is lower-bounded, i.e., f* = inf
x∈ℝd

f(x) < ∞, and
L-smooth, i.e., f is differentiable and there exists a constant L⩾ 0 such
that

∥ ∇f(x) − ∇f(y) ∥⩽ L ∥ x − y ∥, ∀x, y ∈ ℝd. (2)

By [10], the L-smooth condition in (2) implies that ∀x, y ∈ ℝd,

f(x) ⩽ f(y) + ⟨∇f(y), x − y⟩ + L
2
‖‖x − y‖‖2 . (3)

Assumption 2. Let Et denote the expectation at iteration t. Then
Et[gt,i] =∇f (xt) and the stochastic gradient gt,i has bounded gradient,
i.e.,

Et

[‖‖‖gt,i − ∇f
(
xt
)‖‖‖2] ⩽ 𝜎2.

Assumption 3. The full gradient ∇f is uniformly bounded, i.e.,‖‖‖∇f (xt)‖‖‖2 ⩽ 𝜔2.

Under Assumptions 2 and 3, we have

Et

[‖‖gt,i‖‖2] ⩽ G2 = 𝜎2 + 𝜔2, (4)

because Et

[‖‖‖gt,i − ∇f
(
xt
)‖‖‖2] ⩽ 𝜎2, ‖‖‖∇f(xt)‖‖‖2 ⩽ 𝜔2, and the fact

that E
[‖X − E[X]‖2] + ‖E[X]‖2 = E

[‖X‖2].
2.2. Supporting Lemmas

We need a few supporting lemmas for proving Theorem 1.

Lemma 1. Let 0 < M ∈ ℕ and xi ∈ ℝd. Then

‖‖‖‖‖‖ 1
M

M∑
i=1

xi
‖‖‖‖‖‖
2

⩽ 1
M

M∑
i=1

‖‖xi‖‖2.
Proof. Since xi ∈ ℝd, xi has the form xi =

(
xi,1, xi,2,… , xi,d

)
∈

ℝd. We have‖‖‖‖‖‖ 1
M

M∑
i=1

xi
‖‖‖‖‖‖
2

= 1
M2

‖‖‖‖‖‖
M∑
i=1

xi
‖‖‖‖‖‖
2

= 1
M2

‖‖‖‖‖‖
( M∑

i=1
xi,1,

M∑
i=1

xi,2,… ,
M∑
i=1

xi,d

)‖‖‖‖‖‖
2

= 1
M2

d∑
j=1

( M∑
i=1

xi,j

)2

.

Applying the Cauchy–Schwarz inequality on
(∑M

i=1
xi,j

)2
gives us

( M∑
i=1

xi,j

)2

⩽ M
M∑
i=1

x2i,j.
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Therefore

‖‖‖‖‖‖ 1
M

M∑
i=1

xi
‖‖‖‖‖‖
2

⩽ 1
M

d∑
j=1

( M∑
i=1

x2i,j

)

= 1
M

M∑
i=1

( d∑
j=1

x2i,j

)

= 1
M

M∑
i=1

‖‖xi‖‖2
which ends the proof. ☐

Lemma 2. Let {at}, {𝛼t}, {𝛽 t} be non-negative sequences in ℝ such
that a0 = 0 and, for all t ⩾ 0,

at+1 ⩽ 𝛼tat + 𝛽t. (5)

Then

at+1 ⩽ 𝛽t +
t∑

j=1

t∏
i=j

𝛼i𝛽j−1.

In particular, if 𝛽 t = 𝛽 for all t, then

at+1 ⩽ 𝛽

(
1 +

t∑
j=1

t∏
i=j

𝛼i

)
.

Proof. By (5), we have

a1 ⩽ 𝛼0a0 + 𝛽0 = 𝛽0.

Proving by induction, assume that then we have

at ⩽ 𝛽t−1 +
t−1∑
j=1

t−1∏
i=j

𝛼i𝛽j−1, (6)

then we have

at+1 ⩽ 𝛼tat + 𝛽t (by (5))

⩽ 𝛽t + 𝛼t

(
𝛽t−1 +

t−1∑
j=1

t−1∏
i=j

𝛼i𝛽j−1

)
(by (6))

= 𝛽t + 𝛼t𝛽t−1 +
t−1∑
j=1

t∏
i=j

𝛼i𝛽j−1

= 𝛽t +
l∑

j=1

∏
i=j

𝛼i𝛽j−1,

which ends the proof. ☐

3. THE ISSUE IN ZHENG ET AL. [1]

In order to prove the convergence theorem for Algorithm 1, Zheng
et al. [1] have used the following lemma.

Lemma A (Lemma 2 of [1], incorrect). For any t ⩾ 0, ẽt, et,i, 𝜂t
fromAlgorithm 1, compressor parameter 𝛿 at (1), and gradient bound
G at (4),

E
⎡⎢⎢⎣
‖‖‖‖‖‖ẽt + 1

M

M∑
i=1

et,i
‖‖‖‖‖‖
2⎤⎥⎥⎦ ⩽

8(1 − 𝛿)G2

𝛿2
(
1 + 16

𝛿2
)
.

Intuitively, Lemma A can become incorrect because its right-hand
side only depends on the gradient boundG and compressor param-
eter 𝛿, and does not capture the scaling factor 𝜂t−1/𝜂t of the errors
ẽt and et,i of Algorithm 1. More formally, the following claim states
that Lemma A is invalidated when the learning rate sequence {𝜂t} is
decreasing.

Claim 1. Lemma A (i.e., Lemma 2 of [1]) does not hold. More pre-
cisely, referring to Algorithm 1, there exist a sequence of loss functions (

xt, 𝜉
)
, a decreasing sequence

{
𝜂t
}
t⩾−1, a number 𝛿 with respect to

a compressor 𝒞 , and a step t such that

E
⎡⎢⎢⎣
‖‖‖‖‖‖ẽt + 1

M

M∑
i=1

et,i
‖‖‖‖‖‖
2⎤⎥⎥⎦ >

8(1 − 𝛿)G2

𝛿2
(
1 + 16

𝛿2
)
. (7)

Claim 1 is justified by the following counter-examples, in which we
intentionally utilize the fact that the quotient 𝜂t−1/𝜂t as in line 7 of
Algorithm 1 can be large with decreasing learning rate sequences.

Counter-example 1. (Convex case) For t ⩾ 0 and xt, 𝜉 ∈ ℝ, we
consider the sequence of loss functions

 (
xt, 𝜉

)
= 𝜑

(
xt
)
= 1

4
xt

in the constraint set [−1, 1], the decreasing sequence of learning rate{
𝜂t
}
t⩾−1 with

𝜂−1 = 0,
{
𝜂t =

1
48t + 2

}
t⩾0

,

the compressor 𝒞 ∶ ℝ → ℝ such that ∀x ∈ ℝ

𝒞 (x) = x
0.77

.

Then at t = 1, Claim 1 holds true.

Proof. (Justification of Counter-example 1) It is trivial that the
loss function  satisfies all the Assumptions 1, 2, and 3. The upper
bound gradient of f is G = 1

4
because we have gt,i =

1
4
∀t, i.

∙ The function 𝒞 with 𝒞 (x) = x
0.77

is a compressor with respect
to 𝛿 = 0.9. Indeed, we have
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‖𝒞 (x) − x‖2 ⩽ (1 − 𝛿) ‖x‖2
⇔ ‖‖‖ x

0.77
− x‖‖‖2 ⩽ (1 − 𝛿) ‖x‖2

⇔ ‖‖‖ 1
0.77

− 1‖‖‖2 ⩽ 1 − 𝛿.

The last inequality is equivalent to

𝛿 ⩽ 1 −
‖‖‖‖ 1
0.77

− 1
‖‖‖‖2 = 0.9107775341541.

Therefore 𝛿 = 0.9 suffices.

To continue, let us consider the number of workers isM = 2. Initially
e0,i = 0 on each worker i ∈ {1,2} and ẽ0 = 0 on server. Because
the stochastic gradients are the same on each worker, the results
of computations on each worker are the same. So it is sufficient to
consider the computations on worker 1 in details.

∙ At t = 0 we have the computations on the workers and the
server as follows.

– On worker 1:

p0,1 = g0,1 +
𝜂−1
𝜂0
e0,1

= g0,1 =
1
4
,

Δ0,1 = 𝒞
(
p0,1

)
= p0,1

0.77
= 0.3246753246753,

e1,1 = p0,1 − Δ0,1 = −0.07467532467532.

– On worker 2, p0,2 = p0,1, ∆0,2 = ∆0,1, and e1,2 = e1,1.

– On server:

p̃0 =
1
2

(
Δ0,1 + Δ0,2

)
+ 𝜂−1

𝜂0
ẽ0

= Δ0,1 = 0.3246753246753,

Δ̃0 = 𝒞
(
p̃0
)

= p̃0
0.77

= 0.42165626581210,

ẽ1 = p̃0 − Δ̃0 = −0.09698094113678.

∙ At t = 1 we have the computations on the workers and the
server as follows:

– On worker 1:

p1,1 = g1,1 +
𝜂0
𝜂1
e1,1

= −1.6168831168831,

Δ1,1 = 𝒞
(
p1,1

)
= p1,1

0.77
= −2.0998482037443,

e2,1 = p1,1 − Δ1,1 = 0.48296508686119.

– On worker 2: p1,2 = p1,1, ∆1,2 = ∆1,1, and e2,2 = e2,1.

– On server:

p̃1 =
1
2

(
Δ1,1 + Δ1,2

)
+ 𝜂0

𝜂1
ẽ1

= Δ1,1 +
𝜂0
𝜂1
ẽ1,

= −4.52437173216,

Δ̃1 = 𝒞
(
p̃1
)

= p̃1
0.77

= −5.8758074443687,

ẽ2 = p̃1 − Δ̃1 = 1.3514357122048.

Now we compute the left- and right-hand sides of (7) with t = 2.

‖‖‖ẽ2 + 1
2

(
e2,1 + e2,2

)‖‖‖2
= ‖‖ẽ2 + e2,1‖‖2
= 3.365026291613992

and

8(1−𝛿)G2

𝛿2

(
1 + 16

𝛿2

)
=

8(0.1)
(

1
4

)2

0.92

(
1 + 16

0.92

)
= 1.2810547172687086.

Thus ‖‖‖‖ẽ2 + 1
2
(
e2,1 + e2,2

)‖‖‖‖2 > 8(1 − 𝛿)G2

𝛿2
(
1 + 16

𝛿2
)
,

and then Claim 1 follows. ☐

Counter-example 2. (Convex case) For t ⩾ 0 and xt,𝜉 ∈ℝ, we con-
sider the sequence of loss functions

 (
xt, 𝜉

)
= 𝜑

(
xt
)
= x2t

in the constraint set [−1, 1], the decreasing sequence of learning rate
{𝜂t}t⩾−1 with

𝜂−1 = 0,
{
𝜂t =

3
4

( 1
26t + 2

)}
t⩾0

,
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and the following compressor 𝒞 ∶ ℝ → ℝ with parameter 𝛿 = 0.9
as in counter-example 1,

𝒞 (x) = x
0.77

.

Then at t = 1, Claim 1 holds true.

Proof. (Justification of Counter-example 2) It is trivial that the
loss function  is 2-smooth and  satisfies all the Assumptions 1,
2, and 3. Since ∇f (x) = 2x and gt,i = 2xt,∀t, i, we have the upper
bound gradient of f in the constraint set [−1, 1] as G = 2. Let us
consider the number of workers M = 2. Initially e0,i = 0 on each
worker i ∈ {1, 2} and ẽ0 = 0 server. Let us take x0 = 1. Because
the stochastic gradients are the same on each worker, the results
of computations on each worker are the same. So it is sufficient to
consider the computations on worker 1 in details.

∙ At t = 0 we have the computations on the workers and the
server as follows:

– On worker 1:

p0,1 = g0,1 +
𝜂−1
𝜂0
e0,1

= g0,1 = 2,

Δ0,1 = 𝒞
(
p0,1

)
= p0,1

0.77
= 2.5974025974025974,

e1,1 = pp0,1 − Δ0,1 = −0.5974025974025974.

– On worker 2, p0,2 = p0,1, ∆0,2 = ∆0,1, and e1,2 = e1,1.

– On server:

p̃0 =
1
2

(
Δ0,1 + Δ0,2

)
+ 𝜂−1

𝜂0
ẽ0

= Δ0,1 = 2.5974025974025974,

Δ̃0 = 𝒞
(
p̃0
)

= p̃0
0.77

= 3.3732501264968797,

x1 = x0 − 𝜂0Δ̃0

= −0.26496879743632995,

ẽ1 = p̃0 − Δ̃0 = −0.7758475290942823.

∙ At t = 1 we have the computations on the workers and the
server as follows:

– On worker 1:

g1,1 = ∇f
(
x1
)
= −0.5299375948726599,

p1,1 = g1,1 +
𝜂0
𝜂1
e1,1

= −8.893573958509023,

Δ1,1 = 𝒞
(
p1,1

)
= p1,1

0.77
= −11.550096050011717,

e2,1 = p1,1 − Δ1,1 = 2.656522091502694.

– On worker 2, p1,2 = p1,1, ∆1,2 = ∆1,1, and e2,2 = e2,1.

– On server:

p̃1 =
1
2

(
Δ1,1 + Δ1,2

)
+ 𝜂0

𝜂1
ẽ1

= Δ1,1 +
𝜂0
𝜂1
ẽ1

= −22.41196145733167,

Δ̃1 = 𝒞
(
p̃1
)

= p̃1
0.77

= −29.106443451080093,

ẽ2 = p̃1 − Δ̃1 = 6.694481993748422.

Nowwe compute the left- and right-hand sides of (7) with t = 2.We
have ‖‖‖ẽ2 + 1

2

(
e2,1 + e2,2

)‖‖‖2
= ‖‖ẽ2 + e2,1‖‖2
= 87.44127740238307

and

8(1−𝛿)G2

𝛿2

(
1 + 16

𝛿2

)
= 8(0.1)22

0.92

(
1 + 16

0.92

)
= 81.98750190519735.

Thus ‖‖‖‖ẽ2 + 1
2
(
e2,1 + e2,2

)‖‖‖‖2 > 8(1 − 𝛿)G2

𝛿2
(
1 + 16

𝛿2
)
,

and then Claim 1 follows. ☐

Counter-example 3. (nonconvex case) For t ⩾ 0,xt,𝜉 ∈ ℝ, we con-
sider the sequence of loss functions

ℒ (xt, 𝜉) = 𝜑(xt) =
1

1 + e−xt
,

the decreasing sequence of learning rate {𝜂t}t⩾−1 with

𝜂−1 = 0,
{
𝜂t =

3
2

( 1
48t + 2

)}
t⩾0

,
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and the following compressor 𝒞 ∶ ℝ → ℝ with parameter 𝛿 = 0.9
as in counter-example 1,

𝒞 (x) = x
0.77

.

Then at t = 1, Claim 1 holds true.

Proof. (Justification of Counter-example 3) First, we check that
Assumptions 1-3 are satisfied.

∙ The function ϕ is lower-bounded because 0 ⩽ ϕ(x) ⩽ 1, ∀x ∈ℝ.
The upper bound of ∇ϕ(x) is G = 1

4
, since

∇𝜑(x) ⩽ 1
4
⇔ 𝜑(x)(1 − 𝜑(x)) ⩽ 1

4

⇔ −𝜑(x)2 + 𝜑(x) − 1
4
⩽ 0

⇔ −
(
𝜑(x) − 1

2

)2
⩽ 0,

(8)

which holds true for all x ∈ ℝ.

∙ The function ϕ is L-smooth, with L = 1. Indeed, for all x, y ∈ ℝ,
we have

|∇𝜑(x) − ∇𝜑(y)|
= |𝜑(x)(1 − 𝜑(x)) − 𝜑(y)(1 − 𝜑(y))|
= |𝜑(x) − 𝜑(y) + (𝜑(y) − 𝜑(x))(𝜑(y) + 𝜑(x))|
= |[𝜑(x) − 𝜑(y)][1 − (𝜑(x) + 𝜑(y))]|.

Since 0 ⩽ 𝜑(𝜉) ⩽ 1 (∀𝜉), we have 0 ⩽ 𝜑(x) + 𝜑(y) ⩽ 2. There-
fore −1 ⩽ 1 − (𝜑(x) + 𝜑(y)) ⩽ 1, and hence

|[𝜑(x) − 𝜑(y)][1 − (𝜑(x) + 𝜑(y))]| ⩽ |𝜑(x) − 𝜑(y)|.
This means that in order to prove |∇𝜑(x) − ∇𝜑(y)| ⩽ |x − y|, it is
sufficient to prove

|𝜑(x) − 𝜑(y)| ⩽ |x − y|. (9)

If x ⩾ y, we obtain ϕ(x) ⩾ ϕ(y). Therefore

(9) ⇔ 𝜑(x) − 𝜑 (y) ⩽ x − y
⇔ 𝜑(x) − x ⩽ 𝜑(y) − y

Let 𝜙(x) = ϕ(x)−x. Because ∇𝜙(x) = ∇𝜑(x) − 1 ⩽ 1
4
− 1 < 0 by

(8), we have 𝜙(x) is a decreasing function. Therefore the inequality
𝜑(x) − x ⩽ 𝜑(y) − y holds true, and hence (9) is proven. By the
same technique, we obtain (9) for the case x < y.

To continue, let us consider the number of workersM = 2. We ini-
tialize e0;i = 0 on each worker i ∈ {1, 2} and ẽ0 = 0 on server. Let us
take x0 = 0. Because the stochastic gradients are the same on each
worker, the results of computations on each worker are the same. So

it is sufficient to consider the computations on worker 1 in details.
We have

g0,1 = g0,2 = ∇𝜑
(
x0
)
= 0.25.

∙ At t = 0 we have the computations on the workers and the
server as follows:

– On worker 1:

p0,1 = g0,1 +
𝜂−1
𝜂0
e0,1

= g0,1 = 0.25,

Δ0,1 = 𝒞
(
p0,1

)
= p0,1

0.77
= 0.3246753246753247,

e1,1 = p0,1 − Δ0,1 = −0.07467532467532467.

– On worker 2, p0,2 = p0,1, ∆0,2 = ∆0,1, and e1,2 = e1,1.

– On server:

p̃0 =
1
2

(
Δ0,1 + Δ0,2

)
+ 𝜂−1

𝜂0
ẽ0

= Δ0,1 = 0.3246753246753247,

Δ̃0 = 𝒞
(
p̃0
)

= p̃0
0.77

= 0.42165626581210996,

x1 = x0 − 𝜂0Δ̃0

= −0.3162421993590825,

ẽ1 = p̃0 − Δ̃0 = −0.09698094113678529.

∙ At t = 1 we have the computations on the workers and the
server as follows.

– On worker 1:

g1,1 = ∇𝜑
(
x1
)
= 0.243852158038919

p1,1 = g1,1 +
𝜂0
𝜂1
e1,1

= −1.6230309588441978,

Δ1,1 = 𝒞
(
p1,1

)
= p1,1

0.77
= −2.1078324140833735,

e2,1 = p1,1 − Δ1,1 = 0.4848014552391757.

– On worker 2, p1,2 = p1,1, ∆1,2 = ∆1,1, and e2,2 = e2,1.

– On server:
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p̃1 =
1
2

(
Δ1,1 + Δ1,2

)
+ 𝜂0

𝜂1
ẽ1

= Δ1,1 +
𝜂0
𝜂1
ẽ1

= −4.532355942503006,

Δ̃1 = 𝒞
(
p̃1
)

= p̃1
0.77

= −5.886176548705203,

ẽ2 = p̃1 − Δ̃1 = 1.3538206062021967.

Nowwe compute the left- and right-hand sides of (7) with t = 2.We
have

‖‖‖ẽ2 + 1
2

(
e2,1 + e2,2

)‖‖‖2 = ‖‖ẽ2 + e2,1‖‖2
= 3.3805310848189216

and, with 𝛿 = 0.9,

8(1−𝛿)G2

𝛿2

(
1 + 16

𝛿2

)
=

8(0.1)
(

1
4

)2

0.92

(
1 + 16

0.92

)
= 1.2810547172687086.

Thus

‖‖‖‖ẽ2 + 1
2
(
e2,1 + e2,2

)‖‖‖‖2 > 8(1 − 𝛿)G2

𝛿2
(
1 + 16

𝛿2
)
,

and hence Claim 1 follows. ☐

4. CORRECTING THE ERROR BOUND OF
ZHENG ET AL. [1]

In general, the error E
[‖‖‖‖ẽt+1 + 1

M

∑M

i=1
et+1,i

‖‖‖‖2
]
is bounded as fol-

lows:

Theorem 2. (Fix for Lemma 2 of [1]) With ẽt, et,i, 𝜂t, and 𝛿 from
Algorithm 1, for arbitrary {𝜂t}, we have

E
⎡⎢⎢⎣
‖‖‖‖‖‖ẽt+1 + 1

M

M∑
i=1

et+1,i
‖‖‖‖‖‖
2⎤⎥⎥⎦

2

⩽ 2(1−𝛿)(2−𝛿)G2

𝛿

t∑
k=0

𝜂2t−k
𝜂2t

𝛼k

+ 4(1−𝛿)(2−𝛿)3G2

𝛿2

t∑
j=0

𝛼t−j
j∑

k=0

𝜂2j−k
𝜂2t

𝛼k,

where 𝛼 = 1 − 𝛿
2
and gradient bound G is at (4).

Remark 1. [Sanity check of the new upper bound] The right-hand
side of Theorem 2 can become large together with decreasing lean-
ing rate sequences. Therefore, the error bounds of the sequences

in counter-examples 1-3 do satisfy Theorem 2. Indeed, the upper
bound on the error in Theorem 2 at t = 1 is

U = 2(2−𝛿)(1−𝛿)G2

𝛿

(
1 + 𝜂20

𝜂21

(
1 − 𝛿

2

))
+ 4(1−𝛿)(2−𝛿)3G2

𝛿2

(
1 + 2 𝜂20

𝜂21

(
1 − 𝛿

2

))
.

Concretely, at sanity check,

∙ in counter-example 1:

U = 33.550763888888895

which is indeed larger than

‖‖‖‖‖‖ẽ2 + 1
M

M∑
i=1

e2,i
‖‖‖‖‖‖
2

= 3.365026291613992.

∙ in counter-example 2:

U = 675.8530370370372

which is indeed larger than

‖‖‖‖‖‖ẽ2 + 1
M

M∑
i=1

e2,i
‖‖‖‖‖‖
2

= 87.44127740238307.

∙ in counter-example 3:

U = 33.550763888888895

which is indeed larger than

‖‖‖‖‖‖ẽ2 + 1
M

M∑
i=1

e2,i
‖‖‖‖‖‖
2

= 3.3805310848189216.

Proof. [Proof of Theorem 2]We have

E
⎡⎢⎢⎣
‖‖‖‖‖‖ẽt+1 + 1

M

M∑
i=1

et+1,i
‖‖‖‖‖‖
2⎤⎥⎥⎦

⩽ 2E
[‖‖ẽt+1‖‖2] + 2E

⎡⎢⎢⎣
‖‖‖‖‖‖ 1
M

M∑
i=1

et+1,i
‖‖‖‖‖‖
2⎤⎥⎥⎦

⩽ 2E
[‖‖ẽt+1‖‖2] + 2

M

M∑
i
E
[‖‖et+1,i‖‖2] ,

(10)

where the first inequality is by the fact that (a + b)2 ⩽ 2a2 + 2b2,∀a,b,
and the second inequality is by Lemma 1. We will separately bound
the two terms of (10). Firstly, we consider 1

M

∑M

i=1
E
[‖‖et+1,i‖‖2].We

have

1
M

M∑
i=1

E
[‖‖et+1,i‖‖2] = 1

M

M∑
i=1

E
[‖‖‖𝒞 (

pt,i
)
− pt,i

‖‖‖2 (11)
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⩽ 1 − 𝛿
M

M∑
i=1

E
[‖‖pt,i‖‖2] (12)

= 1 − 𝛿
M

M∑
i=1

E
[‖‖‖‖gt,i + 𝜂t−1

𝜂t
et,i

‖‖‖‖2
]

(13)

⩽ (1−𝛿)(1+𝛾)
M

M∑
i=1

E
[‖‖‖‖𝜂t−1𝜂t

et,i
‖‖‖‖2
]

+ (1−𝛿)(1+1∕𝛾)
M

M∑
i=1

E
[‖‖gt,i‖‖2]

(14)

⩽ (1 − 𝛿)(1 + 𝛾) 𝜂
2
t−1
𝜂2t

(
1
M

M∑
i=1

E
[‖‖et,i‖‖2]

)
+(1 − 𝛿)(1 + 1∕𝛾)G2,

(15)

where (11) and (13) is by the setting of et+1,i and pt,i in Algorithm 1,
(12) is by the definition of compressor𝒞 , (14) is by Young inequal-
ity with any 𝛾 > 0, and (15) is by (4). Now, for all t ⩾ 0, applying
Lemma 2 to the inequality (15) with

at+1 =
1
M

M∑
i=1

E
[‖‖et+1,i‖‖2] ,

𝛼t = (1 − 𝛿)(1 + 𝛾) 𝜂
2
t−1
𝜂2t

,

𝛽 = (1 − 𝛿)(1 + 1∕𝛾)G2,

we have

1
M

M∑
i=1

E
[‖‖et+1,i‖‖2] ⩽ 𝛽

(
1 +

t∑
j=1

t∏
i=j

𝛼i

)

Moreover, since

1 +
t∑

j=1

t∏
i=j

𝛼i

= 1 +
t∑

j=1

t∏
i=j

(1 − 𝛿)(1 + 𝛾)
𝜂2i−1
𝜂2i

= 1 +
t∑

j=1

𝜂2j−1
𝜂2t

[(1 − 𝛿)(1 + 𝛾)]t−(j−1)

=
t+1∑
j=1

𝜂2j−1
𝜂2t

[(1 − 𝛿)(1 + 𝛾)]t−(j−1)

=
t∑

k=0

𝜂2t−k
𝜂2t

[(1 − 𝛿)(1 + 𝛾)]k,

we obtain

1
M

M∑
i=1

E
[‖‖et+1,i‖‖2]

⩽ (1 − 𝛿)(1 + 1∕𝛾)G2
t∑

k=0

𝜂2t−k
𝜂2t

[(1 − 𝛿)(1 + 𝛾)]k.

By choosing 𝛾 = 𝛿
2(1−𝛿)

, we have

(1 − 𝛿)(1 + 1∕𝛾) = (1 − 𝛿)(2 − 𝛿)
𝛿

and

(1 − 𝛿)(1 + 𝛾) = 1 − 𝛿
2
.

Therefore

1
M

M∑
i=1

E
[‖‖et+1,i‖‖2]

⩽ (2−𝛿)(1−𝛿)G2

𝛿

t∑
k=0

𝜂2t−k
𝜂2t

𝛼k,

(16)

where 𝛼 = 1 − 𝛿
2
. Next, we consider the term E

[‖‖ẽt+1‖‖2] of (10).
By the setting of et+1,i and pt,i in Algorithm 1 and the definition of
compressor 𝒞 , we have

E
[‖‖ẽt+1‖‖2]

= E
[‖‖‖𝒞 (

p̃t
)
− p̃t

‖‖‖2]
⩽ (1 − 𝛿)E

[‖‖p̃t‖‖2]
= (1 − 𝛿)E

⎡⎢⎢⎣
‖‖‖‖‖‖ 1
M

M∑
i=1

𝒞
(
pt,i

)
+

𝜂t−1
𝜂t

ẽt
‖‖‖‖‖‖
2⎤⎥⎥⎦

⩽ (1 − 𝛿)(1 + 𝛾) 𝜂
2
t−1
𝜂2t

E
[‖‖ẽt‖‖2]

+(1 − 𝛿)(1 + 1∕𝛾)E
⎡⎢⎢⎣
‖‖‖‖‖‖ 1
M

M∑
i=1

𝒞
(
pt,i

)‖‖‖‖‖‖
2⎤⎥⎥⎦ ,

where the last inequality is by Young inequality for any 𝛾 > 0. Look-

ing at E
[‖‖‖‖ 1

M

∑M

i=1
𝒞

(
pt,i

)‖‖‖‖2
]
, we have

E
⎡⎢⎢⎣
‖‖‖‖‖‖ 1
M

M∑
i=1

𝒞
(
pt,i

)‖‖‖‖‖‖
2⎤⎥⎥⎦

⩽ 1
M

M∑
i=1

E
[‖‖‖𝒞 (

pt,i
)‖‖‖2]

(17)

⩽ 1
M

M∑
i=1

(
2E

[‖‖‖𝒞 (
pt,i

)
− pt,i

‖‖‖2] + 2E
[‖‖pt,i‖‖2]) (18)

⩽ 1
M

M∑
i=1

(
2(1 − 𝛿)E

[‖‖pt,i‖‖2] + 2E
[‖‖pt,i‖‖2])

= 2(2 − 𝛿) 1
M

M∑
i=1

E
[‖‖pt,i‖‖2] ,

(19)
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where (17) is by Lemma 1, (18) is by the fact that (a + b)2 ⩽ 2a2 +
2b2,∀a,b, (19) is by the definition of compressor𝒞 . ThereforeMore-
over, (12) and (16) yield. Therefore

E
[‖‖ẽt+1‖‖2] ⩽ (1 − 𝛿)(1 + 𝛾) 𝜂

2
t−1
𝜂2t

E
[‖‖ẽt‖‖2]

+2(2 − 𝛿)(1 − 𝛿)(1 + 1∕𝛾) 1
M

M∑
i=1

E
[‖‖pt,i‖‖2] .

Moreover, (12) and (16) yield

1 − 𝛿
M

M∑
i=1

E
[‖‖pt,i‖‖2] ⩽ (2 − 𝛿)(1 − 𝛿)G2

𝛿

t∑
k=0

𝜂2t−k
𝜂2t

𝛼k.

Therefore

E
[‖‖ẽt+1‖‖2]

⩽ (1 − 𝛿)(1 + 𝛾) 𝜂
2
t−1
𝜂2t

E
[‖‖ẽt‖‖2]

+
2(2 − 𝛿)2(1 − 𝛿)(1 + 1∕𝛾)G2

𝛿

t∑
k=0

𝜂2t−k
𝜂2t

𝛼k.

With 𝛾 = 𝛿
2(1−𝛿)

, since (1− 𝛿)(1+ 1∕𝛾) = (1−𝛿)(2−𝛿)
𝛿

and (1− 𝛿)(1+
𝛾) = 1 − 𝛿

2
= 𝛼, we have

E
[‖‖ẽt+1‖‖2] ⩽ 𝛼 𝜂2t−1

𝜂2t
E
[‖‖ẽt‖‖2]

+ 2(1 − 𝛿)(2 − 𝛿)3G2

𝛿2

t∑
k=0

𝜂2t−k
𝜂2t

𝛼k.

By applying Lemma 2 with

at = E
[‖‖ẽi‖‖2] ,

𝛼t = 𝛼 𝜂2t−1
𝜂2t

,

𝛽t =
2(1−𝛿)(2−𝛿)3G2

𝛿2

t∑
k=0

𝜂2t−k
𝜂2t

𝛼k,

we obtain

E
[‖‖ẽt+1‖‖2] ⩽ 𝛽t +

t∑
j=1

( t∏
i=j

𝛼i𝛽j−1

)
.

Since

t∏
i=j

𝛼i𝛽j−1 =
t∏
i=j

𝛼
𝜂2i−1
𝜂2i

𝛽j−1

= 𝛼t−(j−1) 𝜂
2
j−1

𝜂2t
𝛽j−1,

we have

E
[‖‖ẽt+1‖‖2] ⩽ 𝛽t +

t∑
j=1

𝛼t−(j−1)
𝜂2j−1
𝜂2t

𝛽j−1

=
t+1∑
j=1

𝛼t−(j−1)
𝜂2j−1
𝜂2t

𝛽j−1.

Therefore,

E
[‖‖ẽt+1‖‖2]

⩽
t+1∑
j=1

𝛼t−(j−1)
𝜂2j−1
𝜂2t

2(1 − 𝛿)(2 − 𝛿)3G2

𝛿2

j−1∑
k=0

𝜂2j−1−k
𝜂2j−1

𝛼k

= 2(1 − 𝛿)(2 − 𝛿)3G2

𝛿2

t+1∑
j=1

𝛼t−(j−1)
j−1∑
k=0

𝜂2j−1−k
𝜂2t

𝛼k

= 2(1 − 𝛿)(2 − 𝛿)3G2

𝛿2

t∑
j=0

𝛼t−j
j∑

k=0

𝜂2j−k
𝜂2t

𝛼k.

(20)

Substituting (16) and (20) to (10), we obtain

E
⎡⎢⎢⎣
‖‖‖‖‖‖ẽt+1 + 1

M

M∑
i=1

et+1,i
‖‖‖‖‖‖
2⎤⎥⎥⎦

⩽ 2(2 − 𝛿)(1 − 𝛿)G2

𝛿

t∑
k=0

𝜂2t−k
𝜂2t

𝛼k

+ 4(1 − 𝛿)(2 − 𝛿)3G2

𝛿2

t∑
j=0

𝛼t−j
j∑

k=0

𝜂2j−k
𝜂2t

𝛼k,

as claimed in Theorem 2. ☐

As a sanity check, Theorem 2 matches the results given in [1] when
the learning rate is nondecreasing. As a result, Theorems 1 and A
agree when the learning rate is nondecreasing.

Corollary 1. (Sanity check of Theorem 2, cf. Lemma 6 of [1] with
μ = 0) In Theorem 2, if {𝜂t} is a nondecreasing sequence such that
𝜂t > 0,∀t ⩾ 0, then

E
⎡⎢⎢⎣
‖‖‖‖‖‖ẽt+1 + 1

M

M∑
i=1

et+1,i
‖‖‖‖‖‖
2⎤⎥⎥⎦ ⩽

8(1 − 𝛿)G2

𝛿2
(
1 + 16

𝛿2
)
.

Proof. Since {𝜂t} is nondecreasing, we have
𝜂2t−k
𝜂2t

⩽ 1. Moreover,

since 𝛼 = 1 − 𝛿
2
∈ (0, 1), we obtain

t∑
k=0

𝜂2t−k
𝜂2t

𝛼k ⩽
t∑

k=0
𝛼k ⩽ 2

𝛿
(21)
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and

t∑
j=0

𝛼t−j
j∑

k=0

𝜂2j−k
𝜂2t

𝛼k ⩽
t∑

j=0
𝛼t−j

j∑
k=0

𝛼k

⩽
t∑

j=0
𝛼t−j

(2
𝛿

)
⩽ 4

𝛿2
.

Replacing (21) and (22) to Theorem 2, we have the result stated in
Corollary 1. ☐

5. CORRECTING THE CONVERGENCE
THEOREM OF ZHENG ET AL. [1]

Because the error bound plays a crucial role in the proof of the
convergence theorem of dis-EF-SGD, fixing [1, Lemma 2] as in
Theorem 2 leads to the consequence that the convergence theorem
need to be fixed as well.

Proof. (Proof of Theorem 1) Following [1], we consider the iter-
ation

x̃t = xt − 𝜂t−1

(
ẽt +

1
M

M∑
i=1

et,i

)
,

where xt, ẽt and et,i are generated from Algorithm 1. Then, by [1,
Lemma 1],

x̃t+1 = x̃t − 𝜂t
1
M

M∑
i=1

gt,i. (22)

Since f is L-smooth, by (3), we have Moreover, we have

Et
[
f
(
x̃t+1

)]
⩽ f

(
x̃t
)
+
⟨
∇f

(
x̃t
)
,Et

[
x̃t+1 − x̃t

]⟩
+ L

2
Et

[‖‖x̃t+1 − x̃t‖‖2]
= f

(
x̃t
)
− 𝜂t

⟨
∇f

(
x̃t
)
,Et

[
1
M

M∑
i=1

gt,i

]⟩

+ L𝜂2t
2
Ef

⎡⎢⎢⎣
‖‖‖‖‖‖ 1
M

M∑
i=1

gt,i
‖‖‖‖‖‖
2⎤⎥⎥⎦ ,

(23)

Moreover, we have

Et

⎡⎢⎢⎣
‖‖‖‖‖‖ 1
M

M∑
i=1

gt,i
‖‖‖‖‖‖
2⎤⎥⎥⎦

= ‖‖‖∇f (xt)‖‖‖2 + Et

⎡⎢⎢⎣
‖‖‖‖‖‖ 1
M

M∑
i=1

gt,i − ∇f
(
xt
)‖‖‖‖‖‖

2⎤⎥⎥⎦ ,
(24)

which follows from the fact that E
[
∥ X − E[X] ∥2

]
=

E
[
∥ X ∥2

]
− ∥ E[X] ∥2. Substituting (24) to (23), we obtain

Et
[
f
(
x̃t+1

)]
⩽ f

(
x̃t
)
− 𝜂t

⟨
∇f

(
x̃t
)
,∇f

(
xt
)⟩

+ L𝜂2t
2
‖‖‖∇f (xt)‖‖‖2

+ L𝜂2t
2
Et

⎡⎢⎢⎣
‖‖‖‖‖‖ 1
M

M∑
i=1

gt,i − ∇f
(
xt
)‖‖‖‖‖‖

2⎤⎥⎥⎦ .
(25)

Following [1], we assume that
{
gt,i − ∇f

(
xt
)}

1⩽i⩽M are indepen-
dent random vectors. Then the assumption Et

[
gt,i

]
= ∇f

(
xt
)
of

Assumption 2 implies that gt,i − ∇ f (xt) are random vectors with 0
means. Therefore

Et

⎡⎢⎢⎣
‖‖‖‖‖‖

M∑
i=1

(
gt,i − ∇f

(
xt
))‖‖‖‖‖‖

2⎤⎥⎥⎦ =
M∑
i=1

Et

[‖‖‖gt,i − ∇f
(
xt
)‖‖‖2]

and hence we have

Et

⎡⎢⎢⎣
‖‖‖‖‖‖ 1
M

M∑
i=1

gt,i − ∇f
(
xt
)‖‖‖‖‖‖

2⎤⎥⎥⎦
= Et

⎡⎢⎢⎣
‖‖‖‖‖‖ 1
M

M∑
i=1

(
gt,i − ∇f

(
xt
))‖‖‖‖‖‖

2⎤⎥⎥⎦
= 1

M2 Et

⎡⎢⎢⎣
‖‖‖‖‖‖

M∑
i=1

(
gt,i − ∇f

(
xt
))‖‖‖‖‖‖

2⎤⎥⎥⎦
= 1

M2

M∑
i=1

Et

[‖‖‖gt,i − ∇f
(
xt
)‖‖‖2]

⩽ 𝜎2M
M2 = 𝜎2

M
.

Substituting the above bound to (25) gives us

Et
[
f
(
x̃t+1

)]
⩽ f

(
x̃t
)
− 𝜂t

⟨
∇f

(
x̃t
)
,∇f

(
xt
)⟩

+ L𝜂2t
2
‖‖‖∇f (xt)‖‖‖2 + L𝜂2t 𝜎

2

2M
.

(26)

Moreover, we have

−𝜂t
⟨
∇f

(
x̃t
)
,∇f

(
xt
)⟩

= 𝜂t
⟨
∇f

(
xt
)
− ∇f

(
x̃t
)
,∇f

(
xt
)⟩

− 𝜂t
⟨
∇f

(
xt
)
,∇f

(
xt
)⟩

= 𝜂t
⟨
∇f

(
xt
)
− ∇f

(
x̃t
)
,∇f

(
xt
)⟩

− 𝜂t
‖‖‖∇f (xt)‖‖‖

⩽ 𝜂t𝜌
2
‖‖‖∇f (xt)‖‖‖2 + 𝜂t

2𝜌
‖‖‖∇f (xt) − ∇f

(
x̃t
)‖‖‖2

−𝜂t
‖‖‖∇f (xt)‖‖‖2

(27)
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⩽ −𝜂t
(
1 − 𝜌

2

)‖‖‖∇f (xt)‖‖‖2 + 𝜂tL2

2𝜌
‖‖xt − x̃t‖‖2 , (28)

where (27) is by the fact that ⟨a,b⟩≤ (𝜌/2) ||a|| 2 + (𝜌−1/2)||b||2 for all
a,b and real number 𝜌 > 0, and (28) is by Assumption 1. Replacing
(28) to (26) gives us

Et
[
f
(
x̃t+1

)]
⩽ f

(
x̃l
)
− 𝜂t

(
1 − L𝜂t+𝜌

2

)‖‖‖∇f (xl)‖‖‖2
+ 𝜂tL2

2𝜌
‖‖xt − x̃t‖‖2 + L𝜂2t 𝜎

2

2M
.

Taking 𝜌 = 1
2
, we have

Et
[
f
(
x̃t+1

)]
⩽ f

(
x̃t
)
− 𝜂t

(
3
4
− L𝜂t

2

)‖‖‖∇f (xt)‖‖‖2
+𝜂tL2 ‖‖xt − x̃t‖‖2 + L𝜂2t 𝜎

2

2M
.

(29)

Since xt − x̃t = 𝜂t−1
(
ẽt +

1
M

∑M

i=1
et,i

)
by (22), after rearranging

the terms and taking total expectation, we obtain

𝜂t
(

3
4
− L𝜂t

2

)
E
[‖‖‖∇f (xt)‖‖‖2]

⩽ E
[
f
(
x̃t
)
− f

(
x̃t+1

)]
+ L𝜂2t 𝜎

2

2M

+ 𝜂t𝜂2t−1L
2E

⎡⎢⎢⎣
‖‖‖‖‖‖ẽt + 1

M

M∑
i=1

et,i
‖‖‖‖‖‖
2⎤⎥⎥⎦ .

Applying Theorem 2 gives us

𝜂t
(

3
4
− L𝜂t

2

)
E
[‖‖‖∇f (xt)‖‖‖2] (30)

⩽ E
[
f
(
x̃t
)
− f

(
x̃t+1

)]
+ L𝜂2t 𝜎

2

2M

+𝜂t𝜂2t−1
2(2−𝛿)(1−𝛿)G2L2

𝛿

t−1∑
k=0

𝜂2t−1−k
𝜂2t−1

𝛼k

+𝜂t𝜂2t−1
4(1−𝛿)(2−𝛿)3G2L2

𝛿2

t−1∑
j=0

𝛼t−1−j
j∑

k=0

𝜂2j−k
𝜂2t−1

𝛼k,

where 𝛼 = 1 − 𝛿
2
. Since 𝜂t <

3
2L
,∀t, we have

T−1∑
k=0

𝜂k
4
(
3 − 2L𝜂k

)
> 0.

Taking summation and dividing by
∑T−1

k=0

𝜂k
4
(3−2L𝜂k), (30) yields

T−1∑
t=0

𝜂t
(
3 − 2L𝜂t

)
E
[‖‖‖∇f (xt)‖‖‖2]∑T−1

k=0
𝜂k

(
3 − 2L𝜂k

)
⩽ 4(f(x0)−f⋆)∑T−1

k=0
𝜂k

(
3 − 2L𝜂k

)
+ 2L𝜎2

M

T−1∑
t=0

𝜂2t∑T−1

k=0
𝜂k

(
3 − 2L𝜂k

)
+ 8(2−𝛿)(1−𝛿)G2L2

𝛿
∑T−1

k=0
𝜂k

(
3 − 2L𝜂k

) T−1∑
t=0

𝜂t𝜂
2
t−1

t−1∑
k=0

𝜂2t−1−k
𝜂2t−1

𝛼k

+ 16(1−𝛿)(2−𝛿)3G2L2

𝛿2
∑T−1

k=0
𝜂k

(
3 − 2L𝜂k

)×
T−1∑
t=0

𝜂t𝜂
2
t−1

t−1∑
j=0

𝛼t−1−j
j∑

k=0

𝜂2j−k
𝜂2t−1

𝛼k.

Following Zheng et al. [1], let o∈ {0,...,T − 1} be an index such that

Pr(o = k) = 𝜂k(3−2L𝜂k)∑T−1

t−0
𝜂t
(
3 − 2L𝜂t

)
Then

E
[‖‖‖∇f (xo)‖‖‖2]

= 1∑T−1

k=0
𝜂k

(
3 − 2L𝜂k

) T−1∑
t=0

𝜂t
(
3 − 2L𝜂t

)
E
[‖‖‖∇f (xt)‖‖‖2]

and we obtain the result stated in Theorem 1 ☐

The following corollary establishes the convergence rate O
(

1√
MT

)
of Algorithm 1 when the learning rate is decreasing.

Corollary 2. (Convergence rate with decreasing learning rate)
Under the assumptions of Theorem 1, if

{
𝜂t
}
is a decreasing sequence

such that

𝜂t =
1

((t+1)T)1∕4√
M

+ T1∕3

with sufficiently large T. Then

E
[‖‖‖∇f (xo)‖‖‖2]

⩽ 2
(

1√
MT

+ 1
T2∕3

) [
f
(
x0
)
− f⋆ + L𝜎2

+ 4(1−𝛿)(2−𝛿)G2L2

𝛿2

(
1 + 4

𝛿2

)]
,

which yields E
[‖‖‖∇f (xo)‖‖‖2] ⩽ O

(
1√
MT

)
.
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Proof. Following [1], assume that T ⩾ 16L4M2, we have

𝜂t =
1

((t+1)T)1∕4√
M

+T1∕3
⩽

√
M

((t + 1)T)1∕4

⩽
√
M

(t + 1)1∕4(16L4M2)1∕4

= 1
(t + 1)1∕42L

⩽ 1
2L

.

Therefore 𝜂t < 3
2L
∀t ⩾ 0, which satisfies the assumption of

Theorem 1 on
{
𝜂t
}
. Recall that by Theorem 1, we have

E
[‖‖‖∇f (xo)‖‖‖2]

⩽ 4(f(x0)−f⋆)∑T−1

k=0
𝜂k

(
3 − 2L𝜂k

) + 2L𝜎2

M
∑T−1

k=0
𝜂k

(
3 − 2L𝜂k

) T−1∑
t=0

𝜂2t

+ 8(1−𝛿)(2−𝛿)G2L2

𝛿
∑T−1

k=0
𝜂k

(
3 − 2L𝜂k

) T−1∑
t=0

𝜂t𝜂
2
t−1

t−1∑
k=0

𝜂2t−1−k
𝜂2t−1

𝛼k

+ 16(1−𝛿)(2−𝛿)3G2L2

𝛿2
∑T−1

k=0
𝜂k

(
3 − 2L𝜂k

)×
T−1∑
t=0

𝜂t𝜂
2
t−1

t−1∑
j=0

𝛼t−1−j
j∑

k=0

𝜂2j−k
𝜂2t−1

𝛼k,

(31)

where 𝛼 = 1 − 𝛿
2
and o ∈ {0,… ,T − 1} is an index such that

Pr(o = k) =
𝜂k

(
3 − 2L𝜂k

)∑T−1

k=0
𝜂t
(
3 − 2L𝜂t

) ,∀k = 0,… ,T − 1.

Since

3 − 2L𝜂t ⩾ 3 − 1
(t + 1)1∕4

⩾ 2,

we have

1∑T−1

k=0
𝜂t
(
32L𝜂t

) ⩽ 1

2
∑T−1

k=0
𝜂t
. (32)

Moreover, we have

𝜂t𝜂
2
t−1

t−1∑
k=0

𝜂2t−1−k
𝜂2t−1

𝛼k =
t−1∑
k=0

𝜂t𝜂
2
t−1−k𝛼

k (33)

and

𝜂t𝜂2t−1

t−1∑
j=0

𝛼t−1−j
j∑

k=0

𝜂2j−k
𝜂2t−1

𝛼k

=
t−1∑
j=0

𝛼t−1−j
j∑

k=0
𝜂t𝜂

2
j−k𝛼

k.
(34)

Substituting (32), (33), and (34) to (31) gives us

E
[‖‖‖∇f (xo)‖‖‖2]

⩽ 2(f(x0)− f⋆)∑T−1

t=0
𝜂t

+ L𝜎2

M
∑T−1

t=0
𝜂t

T−1∑
t=0

𝜂2t

+ 4(1−𝛿)(2−𝛿)G2L2

𝛿
∑T−1

t=0
𝜂t

T−1∑
t=0

t−1∑
k=0

𝜂t𝜂
2
t−1−k𝛼

k

+ 8(1−𝛿)(2−𝛿)3G2L2

𝛿2
∑T−1

t=0
𝜂t

×

T−1∑
t=0

t−1∑
j=0

𝛼t−1−j
j∑

k=0
𝜂t𝜂

2
j−k𝛼

k,

(35)

Because

𝜂t𝜂2t−1−k ⩽ 𝜂3t−1−k

= 1(
((t−k)T)1∕4√

M
+ T1∕3

)3

⩽ 1
(T1∕3)3

= 1
T

(36)

and

t−1∑
k=0

𝛼k ⩽
∑
k⩾0

𝛼k = 1
1 − 𝛼

= 2
𝛿
, (37)

we obtain

T−1∑
t=0

t−1∑
k=0

𝜂t𝜂
2
t−1−k𝛼

k ⩽ 1
T

T−1∑
t=0

t−1∑
k=0

𝛼k

⩽ 1
T

T−1∑
t=0

2
𝛿
= 2

𝛿
.

By the same reason as in (36) and (37), we have 𝜂t𝜂2j−k ⩽ 1
T
,∑t−1

j=0
𝛼t−1−j ⩽ 2

𝛿
, and

∑j

k= 0
𝛼k ⩽ 2

𝛿
. Therefore

T−1∑
t=0

t−1∑
j=0

𝛼t−1−j
j∑

k=0
𝜂t𝜂

2
j−k𝛼

k

⩽ 1
T

T−1∑
t=0

t−1∑
j=0

𝛼t−1−j
j∑

k=0
𝛼k

⩽ 1
T

T−1∑
t=0

t−1∑
j=0

𝛼t−1−j
(2
𝛿

)
⩽ 1

T

T−1∑
t=0

4
𝛿2

= 4
𝛿2

.
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Moreover, we have

T−1∑
t=0

𝜂2t =
T−1∑
t=0

1(
((t+1)T)1∕4√

M
+ T1∕3

)2

⩽
T−1∑
t=0

1(
((t+1)T)1∕4√

M

)2

=
T−1∑
t=0

M
[(t + 1)T]1∕2

= M√
T

T∑
t=1

1√
t

⩽ 2M,

where the last inequality is by the fact that
∑T

t=1
1√
t

⩽ 2
√
T.

Therefore

E
[‖‖‖∇f (xo)‖‖‖2] ⩽

2
(
f
(
x0
)
− f⋆

)∑T−1

t=0
𝜂t

+ 2L𝜎2∑T−1

t=0
𝜂t

+8(1 − 𝛿)(2 − 𝛿)G2L2

𝛿2
∑T−1

t=0
𝜂t

+32(1 − 𝛿)(2 − 𝛿)3G2L2

𝛿4
∑T−1

t=0
𝜂t

.

Furthermore, becauce

T−1∑
t=0

𝜂t =
T−1∑
t=0

1
((t+1)T)1∕4

(
√
M)

+ T1∕3
⩾

T−1∑
t=0

1√
T√
M
+ T1∕3

= 1
1√
MT

+T−2∕3
,

we obtain

1∑T−1

t=0
𝜂t

⩽ 1√
MT

+ 1
T2∕3 .

Therefore

E
[‖‖‖∇f (xo)‖‖‖2]
⩽ 2

(
1√
MT

+ 1
T2∕3

) [
f
(
x0
)
− f⋆ + L𝜎2

+ 4(1−𝛿)(2−𝛿)G2L2

𝛿2

(
1 + 4

𝛿2

)]
and hence Corollary 2 follows. ☐

6. CONCLUSION

We show that the convergence proof of dist-EF-SGD of Zheng
et al. [1] is problematic when the sequence of learning rate is

decreasing. We explicitly provide counter-examples with certain
decreasing sequences of learning rate to show the issue in the proof
of Zheng et al. [1]. We fix the issue by providing a new error bound
and a new convergence theorem for the dist-EF-SGD algorithm,
which helps recover its mathematical foundation.
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