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—— Abstract

Herbrand’s theorem, widely regarded as a cornerstone of proof theory, exposes some of the
constructive content of classical logic. In its simplest form, it reduces the validity of a first-order
purely existential formula to that of a finite disjunction. In the general case, it reduces first-order
validity to propositional validity, by understanding the structure of the assignment of first-order
terms to existential quantifiers, and the causal dependency between quantifiers.

In this paper, we show that Herbrand’s theorem in its general form can be elegantly stated
and proved as a theorem in the framework of concurrent games, a denotational semantics designed
to faithfully represent causality and independence in concurrent systems, thereby exposing the
concurrency underlying the computational content of classical proofs. The causal structure of
concurrent strategies, paired with annotations by first-order terms, is used to specify the depend-
ency between quantifiers implicit in proofs. Furthermore concurrent strategies can be composed,
yielding a compositional proof of Herbrand’s theorem, simply by interpreting classical sequent
proofs in a well-chosen denotational model.

2012 ACM Subject Classification Theory of computation — Logic — Proof theory, Theory of
computation — Semantics and reasoning — Program semantics — Denotational semantics

Keywords and phrases Herbrand’s theorem, Game semantics, True concurrency

Acknowledgements We acknowledge support of the French LABEX MILYON (ANR-10-LABX-
0070).

1 Introduction

“What more do we know when we have proved a theorem
by restricted means than if we merely know it is true?”

Kreisel’s question is the driving force for much modern Proof Theory. This paper is concerned
with Herbrand’s Theorem, perhaps the earliest result in that direction. It is a simple
consequence of completeness and compactness in first-order logic. So it is an example of
information being extracted from the bare fact of provability. Usually by contrast one thinks
in terms of extracting information from the proofs themselves, typically - as in Kohlenbach’s
proof mining - via some form of functional interpretation. This has the advantage that
information is extracted compositionally in the spirit of functional programming. Specifically
information for - A and H A — B can be composed to give information for - B; or, in terms
of the sequent calculus, we can interpret the cut rule.

It seems to be folklore that there is a problem for Herbrand’s Theorem. That is made
precise in Kohlenbach [17] which shows that one cannot hope directly to use collections of
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Herbrand terms for - A and - A — B to give a collection for = B. That leaves the possibility
of making some richer data compositional, realised indirectly in Gerhardy and Kohlenbach [11]
with data provided by Shoenfield’s version [30] of Godel’s Dialectica Interpretation [14].
Now functional interpretations make no pretence to be faithful to the structure of proofs as
encapsulated in systems like the sequent calculus: they explore in a sequential order terms
proposed by a proof as witnesses for existential quantifiers, but this order is certainly not
intrinsic to the proof. Thus it is compelling to seek some compositional form of Herbrand’s
Theorem faithful to the structure of proofs and to the dependency between terms; for
cut-free proofs, Miller’s expansion trees [24] capture precisely this “Herbrand content” (the
information pertaining to quantifier instantiations), but not compositionally.

In this paper, we provide such a compositional form of Herbrand’s theorem, presented as
a game semantics for first-order classical logic. Our games have two players, both playing on
the quantifiers of a formula . Jloise, playing the existential quantifiers, defends the validity
of p. Vbélard, playing the universal quantifiers, attemps to falsify it. This understanding
of formulas as games is folklore in mathematical logic and computer science. However, like
functional interpretations, such games are usually sequential [7, 19]. In contrast, our model
captures the exact dependence and independence between quantifiers. To achieve that we
build on concurrent/asynchronous games [23, 27, 4], which marry game semantics with the
so-called true concurrency approach to models of concurrent systems, and avoid interleavings.
So in a formal sense, our model highlights a parallelism inherent to classical proofs. In
essence, our strategies are close to expansion trees enriched with an explicit acyclicity witness.

The computational content of classical logic is a longstanding active topic, with a wealth
of related works, and it is hard to give it justice in this short introduction. There are, roughly
speaking, two families of approaches. On the one hand, some (including the functional
interpretations mentioned above) extract from proofs a sequential procedure, e.g. via
translation to sequential calculi or by annotating a proof to sequentialize or determinize its
behaviour under cut reduction [13, 8]. Other than the cited above, influencial developments in
this “polarized” approach include work by Berardi [2], Coquand [7], Parigot [26], Krivine [18],
and others. Polarization yields better-behaved dynamics and a non-degenerate equational
theory, but distorts the intent of the proof by an added unintended sequentiality. On the other
hand, some works avoid polarization — including, of course, Gentzen’s Hauptsatz [10]. This
causes issues, notably unrestricted cut reduction yields a degenerate equational theory [13]
and enjoys only weak, rather than strong, normalization [8]. Nevertheless, witness extraction
remains possible (though it is non-deterministic). Particularly relevant to our endeavour is a
recent activity around the matter of enriching expansion trees so as to support cuts. This
includes Heijltjes’ proof forests [15], McKinley’s Herbrand nets [21], and Hetzl and Weller’s
recent expansion trees with cuts [16]. In all three cases, a generalization of expansion trees
allowing cuts is given along with a weakly normalizing cut reduction procedure. Intuitions
from games are often mentioned, but the methods used are syntactic and based on rewriting.

Other related works include Laurent’s model for the first-order Au-calculus [19], whose
annotation of moves via first-order terms is similar to ours; and Mimram’s categorical present-
ation of a games model for a linear first-order logic without propositional connectives [25].

Since our model avoids polarization, some phenomena from the proof theory of classical
logic reflect in it: our semantics does not preserve cut reduction — if it did, it would be a
boolean algebra [13]. Yet it preserves it in a sense for first-order MLL [12]. Likewise, just
as classical proofs can lead to arbitrary large cut-free proofs [8], our semantics may yield
infinite strategies, from which finite sub-strategies can nonetheless always be extracted. This
reflects that non-polarized proof systems for classical logic are often only weakly normalizing.
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In Section 2 we recall Herbrand’s theorem, and introduce the game-theoretic language
leading to our compositional reformulation of it. The rest of the paper describes the
interpretation of proofs as winning strategies: in Section 3 we give the interpretation of
propositional MLL, in Section 4 we deal with quantifiers, and finally, in Section 5, we add
contraction and weakening and complete the interpretation.

Details of the constructions are given as an appendix.

2 From Herbrand to winning X-strategies

A signature is ¥ = (X¢,3,), with X a countable set of function symbols (f,g, h, etc.
range over function symbols), and 3, a countable set of predicate symbols (P, Q, etc.
range over predicate symbols). There is an arity function ar : ¥ ¥ ¥, — N where © is the
usual set-theoretic union, where argument sets are disjoint. For a relative gain in simplicity
in some arguments and examples, we assume that 3 has at least one constant symbol, i.e. a
function symbol of arity 0. We use a, b, c,... to range over constant symbols.

If V is a set of variable names, we write Tmy(V) for the set of first-order terms on X
with free variables in V. We use variables ¢, s, u, v, ... to range over terms. Literals have
the form P(t1,...,t,) or =P(t1,...,t,), where P is a n-ary predicate symbol and the ¢;s are
terms. Formulas are also closed under quantifiers, and the connectives V and A. Negation
is not considered a logical connective: the negation ¢t of ¢ is obtained by De Morgan
rules. We write Formy (V) for the set of first-order formulas on ¥ with free variables in V,
and use ¢,v, ... to range over them. We also write QFx (V) for the set of quantifier-free
formulas. Finally, we write fv(y) or fv(t) for the set of free variables in a formula ¢ or a
term ¢. Formulas are considered up to a-conversion and satisfy Barendregt’s convention.

2.1 Herbrand's theorem

Intuitionistic logic has the witness property: if Ix ¢ holds intuitionistically, then there is
some term t such that ¢(t) holds. While this fails in classical logic, Herbrand’s theorem, in
its popular form, gives a weakened classical version, a finite disjunction property.

» Theorem 1. Let 7 be a theory finitely axiomatized by universal formulas. Let ¢ =
X1 .. Ixn@(X1, - .-, Xn) be a purely existential formula (¢ € QFs). Then, T = ¢ iff there
are closed terms (t; j)i1<i<pi<j<n Such that T = \T_ o(ti1, ... tin).

» Example 2. Consider the formula 1 = 3x-P(x)VP(f(x)) (where f € ¥¢). A valid Herbrand
disjunction for ¢ is (=P (c) VP(f(c))) vV (=P(f(c)) VP(f(f(c)))) where c is some constant symbol.

A similar disjunction property holds for general formulas, though it is harder to state. A
common way to do so is by reduction to the above: a formula ¢ is converted to prenex normal
form and universally quantified variables are replaced with new function symbols added to
¥, in a process called Herbrandization (dual to Skolemization). For instance, the drinker’s
formula (DF): IxVy—P(x) V P(y), yields by Herbrandization the formula ¢ of Example 2.

Instead, to avoid prenexification and Skolemization and the corresponding distortion of
the formula, one may adopt a representation of proofs that displays the instantiation of
existential quantifiers with finitely many witnesses while staying structurally faithful to the
original formula. To that end Miller proposes expansion trees [24]. They can be introduced
via a game-theoretic metaphor, reminiscent of [7]. Two players, Jloise and Vbélard, debate
the validity of a formula. On a formula Yxg, Vbélard provides a fresh variable x and the game
keeps going on . On Ix¢p, Jloise provides a term t, possibly containing variables previously
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Figure 1 An expansion tree and winning ¥-strategy for DF ordered winning Y-strategy
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) Figure 4 The arena [DF]?
Figure 3 An incorrect expansion tree

introduced by Vbélard. Jloise, though, has a special power: at any time she can backtrack to
a previous existential position, and propose a new term. Figure 1 (left) shows an expansion
tree for DF. It may be read from top to bottom, and from left to right: Jloise plays ¢, then
Vbélard introduces y, then Jloise backtracks (we jump to the right branch) and plays y, and
finally Vbélard introduces z. Jloise wins: the disjunction of the leaves is a tautology.

However the metaphor has limits, it suggests a sequential ordering between branches,
which expansion trees do not have in reality: the order is only implicit in the term annotations.
Besides, the natural ordering between quantifiers induced by terms is not always sequential.
It is, of course, always acyclic — on expansion trees this is ensured by an acyclicity correctness
criterion, whose necessity is made obvious by the (incorrect) expansion tree of Figure 3
“proving” a falsehood. This acyclicity entails the existence of a sequentialization, but
commiting to one is an arbitrary choice not forced by the proof.

A partial order is much more faithful to the proof. In this paper, we show that expansion
trees can be made compositional modulo a change of perspective: rather than derived we
consider this order primitive, and only later decorate it with term annotations. For instance,
we display in Figure 2 the formal object, called a (sequential) winning X-strategy, matching
in our framework the expansion tree for DF. Another winning Y-strategy, displayed in Figure
2, illustrates that this order is not always naturally sequential. By lack of space we do not
define expansion trees here, though they are captured in essence by our strategies.

2.2 Expansion trees as winning >.-strategies

We now introduce our formulation of expansion trees as Y-strategies. Although our definitions
look superficially very different from Miller’s, the only fundamental difference is the explicit
display of the dependency between quantifiers. Y-strategies will be certain partial orders,
with elements either “V events” or “J events”. Events will carry terms, in a way that respects
causal dependency. Y-strategies will play on games representing the formulas. The first
component of a game is its arena, that specifies the causal ordering between quantifiers.

» Definition 3. An arena is A = (|A|, <4, pol,) where |A4| is a set of events, <4 is a
partial order that is forest-shaped:
(1) if a1 <4 a and ay <4 a, then either a; <4 as or as <4 a1, and
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(2) for all a € |A|, the branch [a]a = {a’ € A | a’ <4 a} is finite. Finally, poly, : |A] — {V,3}
is a polarity function which expresses if a move belongs to Jloise or Vbélard.

A configuration of an arena (or any partial order) is a down-closed set of events. We

write €°°(A) for the set of configurations of A, and €' (A) for the set of finite configurations.

The arena only describes the moves available to both players; it says nothing about terms
or winning. Similarly to expansion trees where only Jloise can replicate her moves, our
arenas will at first be biased towards Jloise: each 3 move exists in as many copies as she
might desire, whereas V events are a priori not copied. Figure 4 shows the 3-biased arena
[DF]? for DF. The order is drawn from top to bottom. Although only Jloise can replicate
her moves, the universal quantifier is also copied as it depends on the existential quantifier.

Strategies on an arena A will be certain augmentations of prefixes of A. They carry causal

dependency between quantifiers induced by term annotations, but not the terms themselves.

For any partial order A and a1, a9 € |A|, we write a1 —4 ag (or a3 — as if A is clear from
the context) if a3 <4 ag with no other event in between — this notation was used implicitly
in Figures 1 and 2. We call - immediate causal dependency.

» Definition 4. A strategy o on arena A, written o : A, is a partial order (|o|,<,) with
|o| C |A], such that for all a € |o|, [a], is finite (an elementary event structure); subject to:
(1) Arena-respecting. We have €° (o) C € (A),

(2) Receptivity. If z € €(o) s.t. xU{a"} € €(A), then a € ||,

(8) Courtesy. If a;—a2 and (pol(a;) = 3 or pol(az) = V), then a;—» gas.

These strategies are essentially the receptive ingenuous strategies of Mellies and Mimram
[23], though their formulation, with a direct handle on causality, is closer to Rideau and
Winskel’s later concurrent strategies [27]. Receptivity means that Jloise cannot refuse to
acknowledge a move by Vbélard, and courtesy that the only new causal constraints that she
can enforce with respect to the game is that some existential quantifiers depend on some
universal quantifiers. Ignoring terms, Figure 2 (right) displays a strategy on the arena of
Figure 4 — in Figure 2 we also show via dotted lines the immediate dependency of the arena.

Let us now add terms, and define X-strategies.

» Definition 5. A Y-strategy on arena A is a strategy o : A, with a labelling function
Ao @ o] = Tmx(|o]), satisfying (with [a]? = {a’ € |o| | @’ <, a & poly(a’) = V}):

(1) S-receptivity: Ya’ € |o|, Ay (a) = a,

(2) S-courtesy: Ya? € |o|, \,(a) € Tmx([a]?).

Rather than having V moves introduce fresh variables, we consider them as wvariables
themselves. Hence, the 3 moves carry terms having as free variables the V 3¢ 331
moves in their causal history. For instance the diagram of Figure 1 (right) ¢ _*:g
is meant formally to denote the one on the right (where superscripts are the Vi v,
terms given by A). In the sequel we omit the (redundant) annotation of Vbélard’s events.

Besides the fact that they are not assumed finite, Y-strategies are more general than
expansion trees: they have an explicit causal ordering, which may be more constraining than
that given by the terms. A Y-strategy o : A is minimal iff whenever a; —, as such that
a1 € tv(As(az)), then a3 — 4 as as well. In a minimal 3-strategy o : A, the ordering <, is
actually redundant and can be uniquely recovered from A\, and <j4.

Now, we adjoin winning conditions to arenas and define winning 3-strategies. As in
expansion trees, we aim to capture that the substitution (by terms from the strategies) of
the expansion of the original formula is a tautology.
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» Definition 6. A game A is an arena A, with Wy : (z € €°(A)) — QF3’ (x) expressing
winning conditions, where QF3’ (z) denotes the infinitary quantifier-free formulas —
obtained from QFyx(z) by adding infinitary connectives \/,.; ;s and A\, i, with I countable.

For a game interpreting a formula ¢, the winning conditions associate configurations of
the arena [¢] with the propositional part of the corresponding expansion of ¢. For instance:

Wiprps({3s,¥3, 36, Y%6}) = (=P(33) VP(¥3)) V (=P(Js) V P(V))
Wipry ({33, V3, 36}) (=P(Es) VP(Y3)) VT

recalling that the arena for DF appears in Figure 4. In the second clause, T (the true
formula) comes from Vbélard not having played Vg yet, yielding victory to Jloise on that
copy. The winning conditions yield syntactic, uninterpreted formulas: we keep the second
formula as-is although it is equivalent to T. Finally, we can define winning strategies.

» Definition 7. If o : A is a X-strategy and © € ¥°°(0), we say that x is tautological
in o if the formula W4 (z)[As] corresponding to the substitution of W4(z) € QFY (z) by
Ao i @ — Tmy(z), is a (possibly infinite) tautology.

Then, a X-strategy o : A is winning if for any = € €°°(o) that is 3-maximal (i.e. such
taht for all a € |o| with 2 U {a} € ¥°(0), pol,(a) = V), x is tautological.

Finally, a Y-strategy o : A is top-winning if o] € €°(0) is tautological.

2.3 Constructions on games and Herbrand’s theorem

To complete our statement of Herbrand’s theorem with Y-strategies, it remains to set the
interpretation of formulas as games. To that end we introduce a few constructions on games,
first at the level of arenas and then enriched with winning conditions. We write @) for the
empty arena. If A is an arena, A+ is its dual, with same events and causality but polarity
reversed. We review some other constructions.

» Definition 8. The simple parallel composition A; || As of A; and A; has as events the
tagged disjoint union {1} x |[A;|W{2} x |As|, as causal order that given by (i,a) <a,|a, (J,a)
iff i = j and a <4, o/, and, as polarity pol,, 4,((i,a)) = poly, (a).

Configurations z € €*°(A || B) have the form {1} x 24 U{2} x xp with x4 € €°°(A4)
and xp € €°°(B), which we write x = x4 || . This construction has a general counterpart
llicr A; with I at most countable, defined likewise. In particular we will later use the uniform
countably infinite parallel composition ||, A. Another important construction is prefizing.

» Definition 9. For a € {V,3} and A an arena, o.A has events {(1,a)} U {2} x |A] and
causality (i,a) < (j,d') iff i=j=2and a <4 a, or (i,a) = (1,a); i.e. (1,«) is the unique
minimal event. Its polarity is pol, 4((1,«)) = « and pol,, 4((2,a)) = pol,(a).

Configurations x € € (a.A) are 0, or {(1,a)} U{2} X 4 (x4 € €(A)), written .z 4.
Now, let us enrich these with winning, yielding the constructions on games used for
interpreting formulas. Importantly, the inductive interpretation of formulas requires us to
consider formulas with free variables. For V a finite set, a V-game is defined as a game A
(Def. 6), except that winning may also depend on V: for € ¥°(A4), Wa(x) € QFsyy ().
We now define all our constructions, on V-games rather than games. The duality
(—)* extends to V-games, simply by negating the winning conditions: for all z € €>°(A),
W41 (x) = Wa(x)*. The || of arenas gives rise to two constructions, ® and 2, on V-games:
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Pt t)]y = Pt tn)  Bxely = 3 [elverg Lo Veals = [wilf 3 w2l
b= P, t) el = Wlelvepg  Ter Awels = [ailS © w2l

Figure 5 J-biased interpretation of formulas

» Definition 10. For A and B V-games, we define two V-games with arena A || B and winning
conditions Wagnp(ra | x5) = Walxa) A\Wp(zp) and Wazng(za | ) = Walra)VWa(z5).

Note the implicit renaming so that Wa(z4), Wg(zp) are in QFsy, (24 || z5) rather than
QF Sy (24), QF Sy (z5) respectively — we will often keep such renamings implicit.

Observe that ® and % are De Morgan duals, i.e. (A® B)* = A+ % B+. We write these
operations ® and % rather than A and V, because they behave more like the connectives of
linear logic [12] than those of classical logic; for each V the ® and % will form the basis of a
k-autonomous structure and hence a model of multiplicative linear logic (see Section 3).

To interpret classical logic however, we will need replication.

» Definition 11. For V-game A, we define the V-games A, 7.4 with arena ||, A and winning:

Wialllicw zi) = N\ Walz)  Wralllicw z:) = \/ Wala

S 1EW

Though Wi4(z) (resp. Wo.4()) is an infinite conjunction (resp. disjunction), it simplifies
to a finite one when z visits finitely many copies (with cofinitely many copies of W 4()).
Next we show how V-games support quantifiers.

» Definition 12. Let A a (VW {x})-game, we define the V-game Vx.A and its dual Ix..A
with arenas V.A and 3.4 respectively, with Wy 4(0) = T, Wa, 4(0) = L, and:

WVX.A(V.QTA) = WA(,%A)[V/X] WaX,A(H..Z‘A) = W_A(CL'A)E/X]

Finally, we regard a literal ¢ as a V-game on arena (), with W, (0) = ¢. We write 1 and
L for the unit V-games on arena () with winning conditions respectively T and L.

Putting these together, we give in Figure 5 the J-biased interpretation of a formula
¢ € Formy (V) as a V-game. Note the difference between the case of existential and universal
formulas, reflecting the bias towards Jloise. This is indeed compatible with the examples
given previously. We can now state our concurrent version of Herbrand’s theorem.

» Theorem 13. For any o € Forms, |= ¢ iff there exists a finite, top-winning o : [¢]°.

Besides the game-theoretic language, the difference with expansion trees is superficial: on

¢, expansion trees essentially coincide with the minimal top-winning S-strategies o : [¢]°.

The effort to change view point, from a syntactic construction to a (game) semantic one, will
however pay off now, when we show how to compose -strategies.

2.4 Compositional Herbrand’s theorem

Unlike expansion trees, strategies can be composed. Whereas Theorem 13 above could be
deduced via the connection with expansion trees, that proof would intrinsically rely on the
admissibility of cut in the sequent calculus. Instead, we will give an alternative proof of
Herbrand’s theorem where the witnesses are obtained truly compositionally from any sequent
proof, without first eliminating cuts. In other words, strategies will come naturally from the
interpretation of the classical sequent calculus in a semantic model.
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V-MLL

RV T, FY ot A FY I, o0, A

o, e FT,A FY T, 0, A

VT FY T, Yy, A FY T, 0,0, A

T —— Ll ——— Al VLP id VI #

T F I, L F'T,pAy, A F'T,pVvy, A

—— First-order MLL (MLL;) LK

FYebd YT, ot /x YT, e, T
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FY T, ¥x. @ FY T, 3x. ¢ F'T' e F' T e

Figure 6 Rules for the sequent calculus LK

To compose Y-strategies, we must restore the symmetry between Jloise and Vbélard in the
interpretation of formulas. The non-biased interpretation [¢]y of ¢ € Formy (V) is defined as
for []5), except for [Vxe]y = Vx.[@]ywix}. Thus we lose finiteness: Jloise must be reactive
to the infinite number of copies potentially opened by Vbélard. But we can now state:

» Theorem 14. For ¢ closed, the following are equivalent: (1) = ¢, (2) there exists a finite,
top-winning X-strategy o : [¢]7, (3) there ewists a winning Y-strategy o : [¢].

Proof. That (2) implies (1) is easy, as a finite top-winning o : [¢]> directly informs a proof.
That (3) implies (2) is more subtle: first, one may restrict a winning o : [¢] to [¢]> to
obtain a finite top-winning strategy. However, this top-winning strategy may not be finite.
Yet, it follows by compactness that there is always a finite top-winning sub-strategy that
may be effectively computed from o. See the Appendix E for details.
The proof that (1) implies (8) is our main contribution: a winning strategy will be
computed from a proof using our denotational model of classical proofs. |

Our source sequent calculus (Figure 6) is fairly standard, one-sided, with rules presented
in the multiplicative style. A notable variation is that sequents carry a set V of free variables,
that may appear freely in formulas. The introduction rule for V introduces a fresh variable,
whereas the introduction rule for 3 provides a term whose free variables must be in V.

What mathematical structure is required to interpret this sequent calculus? Ignoring the
V annotations, the first group is nothing but Multiplicative Linear Logic (MLL). Propositional
(V-)MLL can be interpreted in a *-autonomous category [3]. Accordingly, in Section 3, we first
construct a x-autonomous category Ga of games and winning Y -strategies. Then, in Section 4,
we build the structure required for the interpretation of quantifiers, still ignoring contraction
and weakening. For each set of variables V we construct a x-autonomous category V-Ga,
with a fibred structure to link the V-Ga together for distinct Vs and suitable structure to
deal with quantifiers, obtaining a model of first-order MLL. Finally in Section 5 we complete
the interpretation by adding the exponential modalities from linear logic to the interpretation
of quantifiers, and get from that an interpretation of contraction and weakening.

3 A x-autonomous category

The following theorem, on cut reduction for MLL, is folklore.
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» Theorem 15. There is a set of reduction rules on MLL sequent proofs, written ~>\pr,
such that for any proof m of a sequent =T, there is a cut-free ©' of T such that m ~>xqp 7.

The reduction ~r, comprises logical reductions, reducing a cut on a formula /@™,
between two proofs starting with the introduction rule for the main connective of ¢/p*; and
structural reductions, consisting in commutations between rules so as to reach the logical
steps. We assume some familiarity with this process.

In this section we aim to give an interpretation of MLL proofs, which should be invariant
under cut-elimination. Categorical logic tells us that this is essentially the same as producing
a x-autonomous category. We opt here for the equivalent formulation by Cockett and Seely
as a symmetric linearly distributive category with negation [6].

» Definition 16. A symmetric linearly distributive category is a category C with
two symmetric monoidal structures (®,1) and (%, L) which distribute: there is a natural
Sap.c:A®(BRC) S (A®B)BC, the linear distribution, subject to coherence conditions [6].

A symmetric linearly distributive category with negation also has a function (—)* on
objects and families of maps 14 : 1 £> At B Aandey: A AL £> 1 such that the canonical

composition A -+ A® (AL A) - (A® AL) W A — A, and its dual A+ — AL, are identities.

Note also the degenerate case of a compact closed category, which is a symmetric
linearly distributive category where the monoidal structures (®,1) and (%, L) coincide.

Abusing terminology, we will refer to symmetric linearly distributive categories with
negation by the shorter x-autonomous categories. This should not create any confusion
in the light of their equivalence [6]. If C a *x-autonomous category comes with a choice of
[P(t1,...,t,)] (an object of C) for all closed literal, then this interpretation can be extended
to all closed quantifier-free formulas following Figure 5. For all such ¢, we have [p*] = [¢]*.

The interpretation of MLL proofs in a *-autonomous category C is standard [29]: a proof
7 of a MLL sequent - ¢y, ..., ¢n is interpreted as a morphism [] : 15 [o1] B - & [pn].
This interpretation is sound w.r.t. provability: if ¢ is provable, then 1 —¢ [¢] is inhabited.
Furthermore, the categorical laws make this interpretation invariant under cut reduction.

» Theorem 17. If w ~>\pr, 7' are proofs of H T, [x] = [#'].

So a proof has the same denotation as its cut-free form obtained by Theorem 15. In the
rest of this section we construct a concrete x-autonomous category of games and winning
Y-strategies; supporting the interpretation of MLL. This is done in three stages: first we focus
on composition of Y-strategies (without winning), then we extend this to a compact closed
category. Finally, adding back winning, we split || into two ® and %, and prove #-autonomy.

3.1 Composition of Y-strategies

We construct a category Ary having arenas as objects, and as morphisms from A to B
the Y-strategies o : A+ || B, also written o : AﬁgB. The composition of o : Aﬁf_ﬁB and

T Bé,{gc will be computed in two stages: first, the interaction ™ ® o is obtained as the
most general partial-order-with-terms satisfying the constraints given by both ¢ and 7 —
Figure 7 displays such an interaction. Then, we will obtain the composition T ® ¢ by hiding
events in B. In the example of Figure 7 we get the single annotated event Hg(g(c)’h(c)).

We fix some definitions on terms and substitutions. If Vi, Vs, are sets, a substitution
v : V1SV, is a function 7y : Vo — Tmg(V1). For t € Tmg(Vs), we write t[y] € Tmg(V1)
for the substitution operation. Substitutions form a category S, which is cartesian: the
empty set ) is terminal, and the product of V; and V; is their disjoint union V; + V5. From
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v1 v4 Ellc :O‘;c
val 47 . 09¢
2 v — xR
v ® 8 © h(c)
V3 A 038¢ oyM¢
\3 (¥3.Ya) 3802 3,07 4 He(e) o)
5

Figure 7 Interaction of ¢ : 17 || (31V233 || 34) and 7 : (31¥233 || F0)* || 3s

v : V1S Vs and v : V] S Vs, we say that v subsumes 7/, written 7' < v, if there is o : V] SV
s.t. yoa =~ — giving a preorder on substitutions with codomain V.

Consider first the closed interaction of two X-strategies o : A and 7 : AL, As they disagree
on the polarities on A we drop them — 7 ® o will be a neutral ¥-strategy on a neutral arena:

» Definition 18. A neutral arena is an arena, without polarities. Neutral strategies
o : A, are defined as in Definition 4 without (2), (3). Neutral X-strategies additionally
have A, : (s € |o|) = Tmx([s],), and are idempotent: for all a € |a|, A\, (a)[\s] = Ay (a).

Forgetting polarities, every Y-strategy is a neutral one. Given ¢ and 7, 7 ® ¢ is a minimal
strengthening of o and 7, regarding both the causal structure and term annotations, i.e. a
meet for the partial order (idempotence above is required for it to be antisymmetric):

» Definition 19. For 0,7 : A neutral X-strategies, we write o < 7 iff |o| C |7|, €*(0) C
%>(1), and for all z € €(|o|), A; |  subsumes )\, | z (regarded as substitutions z %x).

Ignoring terms, any two o and 7 have a meet o A 7; this is a simplification of the pullback
in the category of event structures, exploiting the absence of conflict [31]. The partial order
(lo A 7|,<onr) has events all common moves of o and 7 with a causal history compatible
with both <, and <., and for <,,, the minimal causal order compatible with both.

However, two neutral ¥-strategies do not necessarily have a meet for < (see Appendix 112).
Hence, we focus on the meets occurring from compositions of Y-strategies and show that for
o:Aand 7: A" dual S-strategies the meet does exists:

» Lemma 20. Any two X-strategies o : A and 7 : At have a meet o A T.

Proof. We start with the causal meet o A 7, which we enrich with A\, the most general
unifier of A\, | |o A 7| and A; [ |o A 7|, obtained by well-founded induction on <, a:

[ Ael@Donr )] poly(a) = 3
Asar(@) ‘{ M (@)one | [a)] if poly(a) = ¥

where [a) = {a’ € A|a <snr a}. Tt follows that this is indeed the m.g.u. — in particular, we
exploit that from Y-courtesy, if a@ € |o| then \,(a) € Tmx([a),). <

However this is not sufficient: for composable o : A+ || B and 7 : B+ || C, the games are
not purely dual; we need to “pad out” o and 7 and compute instead (o || C+) A (A || 7),
where the parallel composition of Definition 8 is extended with terms in the obvious way, and
where As(a) =a for all a € |[A|l. Nowo || CL: A+ | B||Ctand A| 7: A || Bt | C are
dual, but X-courtesy from Y-strategies is relaxed to idempotence. Yet, Lemma 20 still holds
since, from idempotence, if a? € |o| then either \,(a) € Tmx([a),) or Ay (a) = a. Hence, we
can define T® o = (o |CH)A(A|T): A|| B C.

Variables appearing in A,;g, cannot be events in B — they must be negative in A+ || C.
So we can define T ® o = (Tt ® o) N (A || C) the restriction of 7 ® o to A || C, with same



A. Alcolei, P. Clairambault, M. Hyland and G. Winskel

causal order and term annotation. The pair (|7 © 0|, <;@¢) is a strategy, as an instance of
the constructions in [4], and this extends to terms so that 7 ® o : A+ || C is a X-strategy,
the composition of o and 7. Because interaction is defined as a meet for <, it follows that
it is compatible with it, i.e. if 0 < ¢/, then 7 ® o < 7 ® o’. This is preserved by projection,
and hence T ® 0 < 7 ® ¢’ as well. This compatibility of composition with < will be used
later on, together with the easy fact that < is more constrained on Y-strategies:

» Lemma 21. For 0,0’ : A X-strategies, if 0 < o', then M\, (s) = A\ys(8) for all s € |o|.
To complete our category, we also define the copycat strategy.

» Definition 22. For an arena A, the copycat Y-strategy «a : A+ | A has events

|ca| = A+ || A. Writing (i,a) = (3 — 4, a), its partial order <, is the transitive closure of
<arja W(c,0) | ¢” € |AL || AJ} and its labelling function is A, (¢¥) = ¢, A, (c?) = ¢
The proof of categorical laws are variations on construction of the bicategory in [4].

» Proposition 23. There is a poset-enriched category Ary, with arenas as objects, and
Y-strategies as morphisms.

3.2 Compact closed structure

We show that Ary is compact closed. The tensor product of arenas A and B is A || B.
For Y-strategies oy : Af || By and o9 : Ay || B, we have o1 || 02 : (Af || By) || (A7 || Ba),
which is isomorphic to (A; || A2)t || (By || Bs) — overloading notations, we also write
o1 || o2 : (A || A2)* || (By || B2) for the obvious renaming. It is not difficult to prove:

» Proposition 24. Simple parallel composition yields an enriched functor || : Arg X Ary — Ary,.

For the compact closed structure, we elaborate the renaming used above. We write
f: A= B for an isomorphism of arenas, preserving and reflecting all structure.

» Definition 25. For f : A =2 B and o : A a Y-strategy, the renaming f * ¢ : B has
components |f * 0| = f|0-‘> Sf*o': {(f alafa2) | a1 <, a2} and )\f*o'(f a) = )‘U(a)[f]

In particular, if f : A = B, then the corresponding copycat strategy is «; = (AL ||
f)* @a : AL || B. We use this to define the structural morphisms for the symmetric
monoidal structure of Ary. For instance, the iso aapc : (A || B) | C = A | (B || O)
yields @ay 5ot (Al B) || CX= A || (B | C). The other structural morphisms arise similarly.
Coherence and naturality then follows from the key copycat lemma:

» Lemma 26. Foro: Al || B a S-strategy and f : B C, ¢y @0 = (AL || f)xo: AL | C.

As a corollary we get coherence for the structural morphisms (following from those on
isomorphisms), and naturality. For all A we get 74 : 022 A || Aand ey : A || ALAZ)
as the obvious renamings of copycat. Checking the law for compact closed categories is a
variation of the idempotence of copycat. Overall:

» Proposition 27. Ary is a poset-enriched compact closed category.

3.3 A linearly distributive category with negation

Finally, we reinstate winning conditions. We first note:

» Proposition 28. There is a (poset-enriched) category Gays, with objects the games (Defini-
tion 6) on ¥, and morphisms X-strategies o : A+ 2% B, also written o : AEEB.
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That copycat is winning boils down to the excluded middle. That 7 ® o : A+ % C is
winning if o : AX % B and 7 : B+ % C are, is as in [5]: for x € €(7 ® ¢) 3-maximal we find
a witness y € €(r® o) (ice. yN(A|| C)=2xz) s.t. yN(A| B) €o,yn(B | C) € T are
J-maximal; and apply transitivity of implication. The equations follow from Ary. Likewise:
» Proposition 29. The functor ||: Arg x Ary — Ary splits into ®, % : Gay x Gay — Gagy.

It suffices to check winning, which is straightforward. It remains to prove that all
structural morphisms from Ary (copycat strategies) are winning, which boils down to the

following sufficient conditions to hold: For A, B games, a win-iso f : A — B is an iso
f: A= B such that Wx(x))* vV Wg(f x) is a tautology, for all x € €°°(A).

» Lemma 30. If f: A — B is a win-iso, then «f : A+ % B is a winning S-strategy.

This easily entails that all structural morphisms (including linear distributivity) are
winning. Finally 74 : 1922 A4+ % A and €4 : A ® A+ S22 | are winning, which concludes:

» Proposition 31. Gay is a poset-enriched x-autonomous category.

4 A model of first-order MLL

We move on to MLLy, i.e. all rules except for contraction and weakening. Before developing
the interpretation, we discuss cut elimination. There are three new cut reduction rules,

displayed in Figure 8: the {”}1 2

Ve{x — v 1 .
new logical reduction (V/3), o Le = e ltpd.A milt/x] T2

FY T, vx. ¢ FY 3x ot A ~v/3 FY T, o[t /x] FY ott/x]), A
and two for the propaga- Cur T Cur ST A

tion of cuts past introduction

rules for V and 3. ritin ™ Tl 2

v W g . Vel ot A Vel o EVeld L A
T~ 7’ for the reduction : vI Lon? Cur 2 Lo

MLLy 7 Py UL ARG oo PV T A, o
obtained with these new rules ~ ©U* Y TLA Vx o T A vy
together with ~>ypr:

To T o
» Proposition 32. Let m be ,,1 . YL A, olt/x] o e oL A, el
any MLL; proof of Y T. o Y T,% FV ot A 39 ~euya o DAt/
JuT TV o A o

Then, there is a cut-free proof FYT,A,3x.¢ FYT,A, 3¢

7 of FY D st w3, -

The first rule of Figure 8
requires the introduction of substitution on proofs. In general, for a proof 7 of HY2 I" and
v : Vi — Vs we obtain 7[y] a proof of FY* T'[y] by propagating v through 7, substituting
formulas and terms. A degenerate case of this is the substitution of a proof 7 of FY T by
weakening wy x 1 V W {x} — V, obtaining m[wy ], a proof of F¥¥* I". " As this leaves the
formulas and terms unchanged we leave it implicit in the reduction rules — it is used for
instance implicitly in the commutation CuT/V.

Substitution is key in the cut reduction of quantifiers. However it is best studied
independently of quantifiers, in a model of V-MLL (see Figure 6). This is the topic of the
next subsection, prior to the interpretation of the introduction rules for quantifiers.

Figure 8 Additional cut elimination rules for MLL;

4.1 A fibred model of V-MLL

Following [20, 28], we expect to model V-MLL and substitution in:

» Definition 33. Let x-Aut be the category of x-autonomous categories and functors pre-
serving the structure on the nose. A strict S-indexed #-autonomous category is a
functor T : S°P — x-Aut.
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Such definitions (e.g. hyperdoctrines [28]) are usually phrased only up to isomorphism;
for simplicity we opt here for a lighter definition. Writing V,, = {x1,...,x,}, we say that T
supports X if for every predicate symbol P of arity n there is [P]y,, a chosen object of T(V,,).
For t1,...,t, € Tmx(V) we can then set [P(t1,....t,)] = T([t1/x1,. .-, tn/xa])([P]v,) an
object of T(V), also written [P]y,, [t1/X1,- -, tn/Xn].

For any finite V), this lets us interpret V-MLL in 7 (V) as in Section 3. Besides V-MLL in
isolation, this also models substitutions. In games the functorial action of 7 on v : V; — Vs
will correspond to substitution on games A[y] = T(v)(A) and strategies o[v] = T (v)(0).
This matches syntactic substitution, as 7 (y) preserves the x-autonomous structure.

Let us now introduce the concrete structure. For any finite V, the fibre 7 (V) is the
category Gasxywy built in Section 3, on the extended signature ¥ W V. Recall that its objects
are games on the signature X WV, i.e. the V-games of Section 2.3. Morphisms between
V-games A and B are winning (¥ & V)-strategies on AL % B regarded as a game on signature
YWV - also called winning Y-strategies on the V-game A' % B.

Finally, for A a Va-game and v : V4 — Vs a substitution, the game T (y)(A) = A[y]
is defined as having arena A, and, for x € F*°(A), Wapy(z) = Wal(z)[y] € QFguy, (2).
Likewise, given A and B two V-games and o : At % B, 0[] has the same components as o,
but term annotations A,()(s) = A(s)[y] € Tmywy, (z). It is a simple verification to prove:

» Proposition 34. For any v : Vi1 SVo, T () : T(V2) — T (V1) is a strict x-autonomous functor
preserving the order.

4.2 Quantifiers

Finally, we give the interpretation of VI and 3I. For now, we consider a linear interpretation
[-]¢ of formulas defined like [—]3 except for [Ix¢]é, = Ix.[¢].

Besides preserving the #-autonomous structure, substitution also propagates through
quantifiers, from which we have:

» Lemma 35. Let ¢ € Formg(V2) and v : Vi — V, a substitution, then [¢[1]]5,, = [¢]}, ]-

This will be used implicitly from now on. The definition of quantifiers on games of
Definition 12 extends to functors Yy, Jpx : TV W {x}) = T(V). From o : At % B,

Yy x(0) 1 (Vx..A)L 2Vx. B plays copycat on the initial ¥, then plays as o (similarly for Iy (o).

Following Lawvere [20], one expects adjunctions 3y x 4 T (wy ) 1 Vy x. Unfortunately, this
fails — we present this failure later as the non-preservation of ~ ¢y y.
We now interpret VI and 3I. First, we give a strategy introducing a witness t.

» Definition 36. The (X V)-strategy 3 : A* || 3.4 is (|A* || 3. A|, <5, A3: ) where <z
includes < ., , plus dependencies {((2,3), (2,a)) | a € A}W{((2,3),(1,a)) | Jaj € A. ag <4 a}
and term assignment that of «a plus Az ((2,3)) = 1.

In other words, 3% plays 3 annotated with ¢, then proceeds as copycat on A. We have:
» Proposition 37. Let A be a V-game, and t € Tmx (V). Then, 3, : A[t/X] Ve oy A

Indeed, any F-maximal x4 || J.z4 € €°°(3}) corresponds to a tautology Way/x(za)™ V
Wal(xa)[t/x]. We interpret 3I by post-composing with 3%, (as in Figure 10 without the last
step). This validates ~»cyr/3, by associativity of composition.

To a strategy o, the operation interpreting VI adds V as new minimal event, and sets it
as a dependency for all events whose annotation comprise the distinguished variable x.
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» Definition 38. For 0 a (X &V W {x})-strategy on A" || B, the (X @ V)-strategy M’y p(0) :
AL || V.B has events || W {(2,V)}, term assignment \((2,V)) = (2,V) and causality \(s) =
Ao (9)[(2,Y) /%] (s € |o]), and <=<, U{((2,V),s) | seV.B VvV 3¢’ <, s, x € fv(A(s))}.

» Proposition 39. If ¢ is winning on a (V& {x})-game A[wy .| ¥ B, M’y (o) is winning on
the V-game A % Vx. B.

Indeed, if Vbélard does not play (2,V) we get a tautology, otherwise the remaining
configuration is in ¢ and so is tautological. This completes the interpretation of MLL;.
It leaves ~»y /3 invariant, but fails ~»cyr/y. This stems from the fact that the minimal X-
strategies are not stable under composition (see Example 156 in Appendix). The interpretation
of cut-free proofs yield minimal Y-strategies. In contrast, in compositions interpreting cuts,
causality may flow through the syntax tree of the cut formula, and create causal dependencies
not reflected in the variables. Hence, cut reduction may weaken the causal structure.

» Lemma 40. Foro: AMZB and 7 : BArEf;”}C, we have VI'y o(T © 0) SV o(T) © 0.

By Lemma 21 these two have the same terms on common events. In fact, I’y o(7 © o)
and VI%L«(T) ® o also have the same events — they correspond to the same expansion tree,
only the acyclicity witness differs. But the variant of 5 with |o1| = |o2| is not a congruence:
relaxing causality of ¢ in 7 ® ¢ may unlock new events, previously part of causal loops.

As < is preserved by all operations on X-strategies, we deduce:

» Theorem 41. If m ~onpn, 7, then [7'] < [x].

For MLL;, we conjecture that “having the same expansion tree” (i.e. same events and
term annotations) is actually a congruence, yielding a *-autonomous hyperdoctrine. As this
would not hold in the presence of contraction and weakening, we leave this for future work.

5 Contraction and weakening

In this section we reinstate ! and ? in the interpretation of quantifiers, i.e. [Vx.¢]y =
Wx. [¢]vwgxy and [3xe]ly = ?3x [@]ywx — this is reminiscent of Mellies’ discussion on the
interaction between quantifiers and exponential modalities in a polarized setting [22].
Unlike for MLL;, we only aim to map proofs to X-strategies on the appropriate game,
with no preservation of reduction. We must interpret contraction and weakening, but also
revisit the interpretation of rules for quantifiers as the interpretation of formulas has changed.
Weakening is easy: for any game A, any X-strategy o : A—1 is winning; for def-
initeness, we use the minimal ey : A—+1, only closed under receptivity. Contraction
is much more subtle. To illustrate the difficulty, we present in Figure 9 two simple in-
stances of the contraction X-strategy (without term annotations). The first looks like the

usual contraction of AJM games [1]. It el —9s v lelvxl 1 R k16731

can be used to interpret the contraction W) G,V iV
(zi,a)m (4. ¥) (i, )@

rule on existential formulas, where it has (i,3) " (,3)
the effect of taking the union of the differ-
ent witnesses proposed. But in LK, one
can also use contraction on a universal formula, which will appeal to a strategy like the
second. Any witness proposed by Vbélard will then have to be propagated to both branches
to ensure that we are winning (mimicing the effect of cut reduction).

In order to define this contraction X-strategy along with the tools to revisit the introduction
rules for quantifiers, we will first study some properties of the exponential modalities.

Figure 9 Two examples of contraction
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Figure 10 Interpretation of the remaining rules of LK

14— 1A A > AR 1A A = 174 IA@IB - (A®B) 1ABIB - (AN B)
((4,5),a) = (i,(j,a)) (2i,0) = (1,(G,a)) (i, (4,a) = (.(a)  (G,(a) = (i,0a) G (a) = (G (5a)
(2i+La) = (2,(,a))

Figure 11 Some win-isos with exponentials whose lifting are used in the interpretation

Recall ! and ? from Definition 11, both based on arena ||,, A. First, we examine their
functorial action. Let o : AAZB. Then, ||,0 : |lw(AY || B) which is isomorphic to

(lwA)* || (||B); overloading notion we still write ||, o :[|, AXZ |, B.

» Lemma 42. Let o : AS22B. Then, we have lo =||,, o : VAS?21B and 70 =|, o : 2AS27B.

Gaswy)

Rather than defining directly the contraction, we build co, : [¢]v —52![¢]y by induction
on ¢ € Formx (V). For ¢ quantifier-free, the empty co, : [p]y—=![¢]y is winning. We
get coyx. o 2 VX [y —=11Vx. [¢]y as a particular case of | A—=!l4 from Figure 11. We get
copny and coguyy by induction and composition with lA®@!B—=!(A®B), AR B—=!(A% B).

Finally, cora. [, is obtained analogously to the contraction on the right of Figure 9.

V-Ga
» Lemma 43. For any (V W {x})-game A, there is a winning pax : 3x. 1A —= 13x. A.

Proof. After the unique minimal ¥ move (on the left hand side), the strategy simultaneously
plays all the (7, 3) (on the right hand side) with annotation V; then proceeds as @ 4. <

We get coray. o], by induction, post-composition with ?up,) « and distribution of ? over !.

V-Ga
» Proposition 44. For any ¢ € Formx(V), there is a winning cop,y,, : [¢]y —= ![e]v.

Combining Proposition 44 with other primitives (including | A—A, playing copycat
between A and the 0*" copy on the left, closed under receptivity), we get dj,1,, : [¢]y—[¢]v®
[]v for ¢ € Forms (V). We complete the interpretation in Figure 10, omitting W, which is by
post-composition with e4 and silently using the isomorphism between winning Y-strategies
from 1 to I' @ A and from I'* to A. This concludes the proof of Theorem 14.

6 Conclusion

For LK there is no hope of preserving unrestricted cut reduction without collapsing to a
boolean algebra [13]. There are non-degenerate models for classical logic with an involutive
negation, e.g. Fithrman and Pym’s classical categories [9] with cut reduction only preserved
in a lax sense; but our model does not preserve cut reduction even in this weaker sense.
Besides this our semantics is infinitary: from the structural dilemma in [8] we obtained a
proof of some Ix. ¢ with ¢ quantifier-free (no Vbélard moves) yielding an infinite X-strategy.

Both phenomena could be avoideed by adopting a polarized model, abandonning however
our faithfulness to the raw Herbrand content of proofs. It is a fascinating open question
whether one can find a non-polarized model of classical first-order logic that remains finitary
— this is strongly related to the actively investigated question of finding a strongly normalizing
reduction strategy on syntaxes for expansion trees [15, 21, 16].
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This appendix contains detailed constructions of the model and of the interpretation of
first-order classical logic. It is written to be self-contained and independent of the main text
of the paper.

In Section A, we develop the basic category of deterministic concurrent strategies that
underlies the composition of acyclicity witnesses in our interpretation. In B, we enrich these
acyclicity witnesses with term annotations and obtain the compact closed category of arenas
and Y-strategies. In Section C, we add winning conditions and prove #-autonomy (along
with further structure to interpret quantifiers and structural rules). Finally in Section D, we
give the interpretation of a classical sequent calculus and prove our main result.

A Deterministic concurrent games

In this first section, we introduce the basic compact closed category of deterministic concurrent
strategies. It is a simplification of Rideau and Winskel’s concurrent games, in the case where
both games and strategies do not have conflict. It is essentially an alternative formulation to
Mellies and Mimram’s asynchronous games.

For the purposes of our paper (a compositional account of Herbrand’s theorem), it will
provide the mechanism for composing the acyclicity witnesses of expansion trees. The full
strategies will comprise a causal strategy as introduced now, accompanied with a labelling
associating to each Player event a first-order term. These annotations will be introduced
and handled after the basic framework is constructed, in Section B.

A.1 Preliminary notions
We introduce basic notions on elementary event structures and augmentations.

» Definition 45. An elementary event structure (ees) is a pair q = (|q|, <q) where |q|
is a set of events and <4 is a partial order on |q| referred to as the causal order, such that
for all e € |q],

lelg = {¢' € lal | &’ <q e}
is finite.

In the sequel, we will use some standard notions and notations on event structures. The
configurations of an ees q will be written €°°(q), and the finite configurations € (q). We
write — for the immediate causality relation on q. We also write —C for the covering

relation between configurations, and x—PC to mean that x extends with event e. As above,
lelg = {€' € |a| | ¢’ <q €} is the prime configuration of e, and [e)q = [e]q \ {e}. We will
also sometimes use the notation [X], where X is a finite set of events, rather than a single
event, to mean the down-closure of X. As usual, we will sometimes omit the q subscript in
<q:»—>q [€]q, etc. when they are clear from the context.

The following partial order on elementary event structures will play a key role in our
developments.

» Definition 46. Let g, p be two ees. We write q < p iff €(q) C €(p).

Clearly, the condition implies that |q| C |p| as well. The condition on configurations
amounts to the identity map being a map of event structures in the usual sense. Intuitively,
g < p means that q has fewer events, and those are more causally constrained than in p. It
is easy to check that this is a partial order.
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A.2 Meet the meet

In fact, we shall now establish that it is a meet-semilattice; this meet operation will play a
crucial role in our development as it will be the basis for the interaction of strategies.
First, we need this preliminary definition.

» Definition 47. If q, p are two ees and e € |q| N |p|, we say that it is secured if there is a
covering chain, i.e.:

€1 €n
0=z29g—C ... —Cuxp
where e, = e, and for all 0 <i <n, z; € €(q) NE(p).
Relying on that, we can now define the meet of two ees.

» Definition 48. Let p,q be two ees. We define p A q as having:
FEvents: those of |q| N |p| that are secured,
Causality: defined as <qnp= (<q U <p)*.

There are a few steps towards proving that this is a partial order. First we prove the
following basic lemma.

» Lemma 49. Let p,q be two ees. If e € |p Aq|, then there is a covering chain for e
€1 €n
0=x29—C ... —Cuxp

(with e, = e, x; € €(p)NE(q)) which is minimal, i.e. T, = [e]orq = {€ € [PAd] | € <paq €}

Proof. Since e € |p A q| it is secured by definition, so there is a covering chain

€1 €n
0=29g—C ... —Cuxp

(with e, = ¢, z; € €(p) N ¥(q)) which is not in general minimal.

First, we notice that we necessarily have [e]pnq € . More generally, any x; is down-
closed for < nq. This is obvious from the fact that as configurations of both p and q they
are donw-closed for <, and <, so they are down-closed for the transitive closure of their
union as well. Since e € z,, it follows that [e],nq. We do not necessarily have z,, = [e]pnq
though, x,, may comprise more events.

But for all 0 < i < n, we observe that

z; = x; N [e]orq € €(p) N (q)

Let us argue why z} € €' (p). We need to prove that it is down-closed. Let ¢’ € «f, and
e’ <, ¢/. But then €’ € [e],nq, and by definition we have e’ <,rq €, s0 €’ € [e]pnq as well. Of
course we also have e¢” € z; since x; € €(p), so " € x} which down-closed; hence z} € € (p).
The same holds for €(q), so z; € €(p) N € (q).

Hence, the covering chain above restricts to:

/ /
0==xzg,...,2z,

e
where for all 0 < i < n —1, x; = xj , or x;—Cxj,, with e; € [e]pnq. From our first
observation (that [e]onq € x,) we have that z), = [e]pnq, yielding a minimal chain as
required. <
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» Lemma 50. Lete,e’ € [pAql. Then e <pnq € iff e appears in any covering chain leading
to ¢’ — more formally, iff for all covering chain

€1 €n
0 =x29—C ... —Cuxp

where e, = €' and for all 0 < i < n, z; € €(p) N€(q), there exists 1 < j < n such that
e = ej.

Proof. If. Immediate consequence of Lemma 49.
Only if. Since x,, € €(p) N €(q) it is down-closed for <, and <4, hence for <, q as well.
Hence e € x,,, so there must be 1 < i < n such that ¢; = e. <

Using this, we can prove:
» Lemma 51. For any q,p, <pnq @ an ees.

Proof. Reflexivity and transitivity are trivial. For antisymmetry, assume e <,5q € and
e’ <pnq €. Take a covering chain for e’:

€1 €n
0 =z9p—C ... —Caxp,

with e, = ¢€’. Since e <pnq €, by Lemma 50 there is 1 < j < n such that e; = e. But
then xo—C ... —Cx; is a covering chain for e, so since €’ <,nq by Lemma 50 again there is
1 < k < j such that e;, = ¢/. But that implies that Kk = n with £k < 7 < n, so k = j and
e=c¢€'.

It only remains to prove that for all e € |p A q|, [e]paq is finite. But we have already
observed that for any covering chain xo—C ... —Cx,, for e, we have [e]onq € 24, SO it must
indeed be finite. <

Finally, we prove:

» Proposition 52. For any p,q ees, p A q is the greatest lower bound (for <) of p and g.

Proof. By construction, it is obvious that pAq < p and p A q < q. Assume that we have r
an ees such that r g pand r < q.

First, we clearly have |r| C |p| N |q|. To make sure that |r| C |p A q|, we need to make sure
that any e € |r| is secured, i.e. has a covering chain. Consider

€1 €n
0 =z9p—C ... —C2xp,

any covering chain of [e], inr, i.e. x,, = [e];, e, = € and for any 0 < i < n, z; € €(r). Clearly
such a covering chain exists, following any linearization of <, on [e],. But by hypothesis we
have x; € €(p) N€(q) for all 0 < i < n, so this is actually a covering chain for e witnessing
its securedness. Hence, |r| C |p A q].

We also need to prove that €(r) C €(p Aq). Take x € €(r). By hypothesis, z € €(p)
and z € €(q). That means that x is down-closed for both <, and <q, so it is down-closed
for the transitive closure of their union <,aq; hence = € €(p A q) as required. <

It will be convenient in the future to have the following characterization of configurations
of the meet.
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» Lemma 53. Let q,q" be two ees. The configurations of q A q' are exactly those x €
€(q) NE(q") such that there is a covering chain

0 =x9g—Ca1—C...—Cap, =2z

where, for all0 <i < n, z; € €(q)NE(q") — the events of qA Q" are exactly those that appear
inax€€(q) NE(Q) reachable in this way.

Proof. Straightforward. <

A.3 Arenas and strategies

Now, we define our notions of games and strategies. For now we are only concerned about
the causal aspect, we leave for later the composition of the term annotations.

A.3.1 Basic definitions

First, we introduce our notion of games.

» Definition 54. An uncovered arena is A = (|A|, <4, poly) with (|A], <4) an ees, and
poly, : |4] — {3,0,V}

a polarity function. An event labelled 0 is neutral and we additionally require that
neutral events are incomparable with non-neutral events. Finally A is an arena if it has
no neutral events — we will sometimes say uncovered arena to give particular emphasis the
absence of neutral events.

In the paper, the polarities V and 3 will be used sometimes interchangeably with,
respectively, — and +. We will rarely consider uncovered arenas — only when defining
composition and proving its properties. In particular, the objects of our category will be
normal arenas with no neutral events. When introducing an event in an (uncovered) arena
A, we might annotate it with V,0 or 3 to convey information on its polarity. The arenas
interpreting formulas are always forest-shaped — but we omit this assumption in the definitions
as it is not actually needed in the technical development.

» Definition 55. A (uncovered) strategy on (uncovered) arena A is an ees 0 = (|o|, <,)
such that o < A, and verifying the two following additional conditions.

aV
Receptivity. If © € € (o) and x—C in A (meaning x U {a} € G (A)), then a € |o].
Courtesy. If ay —, as and (pol 4(a;) = 3 or pol 4(az) = V), then a3 — 4 as as well.

We write o : A to mean that o is a strategy on arena A.

One can regard o : A as a concurrent strategy in the usual sense through the identity-on-
events map of event structures id : ¢ — A. The conditions above almost exactly match the
standard one, except receptivity which is slightly “optimized”. For completeness, the lemma
below relates the receptivity condition above to the usual one.

» Lemma 56. Take o < A satisfying courtesy. Then, it is receptive iff for all x € €(A)
aV
such that t—C in A, zU {a} € € (A).
Proof. If. Obvious.
v

Only if. It T , then by receptivity we know that a € |o|. Take a’ —, a. By courtesy,
we have a’ — 4 a as well. Since x U {a} € €(A), then we know that for all a’ —4 a, we have
a’ € x. Therefore, for all a’ —, a, we have a’ € z. It follows that x U{a} € €(c) as well. <«
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A.3.2 Constructions on ees / arenas

We recall briefly the standard operations on arenas.

» Definition 57. If A is an arena, its dual A has events |A1| = |A] and causality < 4. =<a4,
but polarity pol 41 reversed (neutral events remain neutral). We write A° for the uncovered
arena with events and causality that of A, and polarities all neutral.

» Definition 58. If q1,qs are ees, their parallel composition ¢ || g2 has components:

Events, |1 || q2| = {1} x [a1] & {2} X |q2]
Causality, given by (i,e) <q,|q, (7', €') iff i = j and e <4, €.

If Ay, Ao are (uncovered) arenas, their parallel composition additionally has polarities

polya, |4, ((4,a)) = poly, (a).

Note that configurations of a parallel composition q; || g2 have the form {1} x 21 U{2} x z2,
which we will write z1 || 22 € €(q1 || 92). With this notation, configurations of q; || g2 are
exactly those of the form x; || x2, with 21 € €(q1) and 23 € €(q2). We prove in passing the
following lemma, stating compatibility between the meet and parallel composition.

» Lemma 59. Let q1,qs2, p1, p2 be ees. Then, we have:

(a1 [l a2) A (p1 || p2) = (a1 A p1) || (a2 A p2)

Proof. We show that (q1 A p1) || (a2 A p2) is a greatest lower bound of q; || g2 and p; || pa.
First, it is a lower bound: indeed, if z || y € €((q1 A p1) || (92 A p2)), we have x € €(q1 A p1)
and y € €(q2 A p2). In particular, x € €(q1) N € (p1) and y € €(qz2) N € (p2). It follows that
x|y €@(alaz) and z [y € €(p1 || p2) as required.

Finally, it is the greatest lower bound. Let q' < q1 || 92,p1 || p2. In particular,
(@) C €(a1 || g2), so they have the form x | y such that € €(q1) N €(p1) and
y € €(q2) N € (p2). But the same reasoning holds for any covering chain of z || y in €(q’),
yielding by projection covering chains for x in €(q1) N % (p1) and for y in €(q2) N € (p2).
Hence, by Lemma 53, x € €(q1 Ap1) and y € €(qa A p2)- <

As usual, (uncovered) strategies from A to B will be (uncovered) strategies on the
compound game A~ || B; so we will also write o : A—=B for 0 : A+ || B.

A.3.3 Strategies as families of configurations

To build strategies and reason on them, it will be convenient to characterise them in terms
of the configurations they can reach, rather than in terms of their causal structure.

» Proposition 60. Consider (|E|, ) where |E| is a set of events, and € is a set of finite subsets
of |E| which is:

Covering: for all e € E, there is x € £ such that e € .

Consistent: for all x,y € £, x Uy € £.

Stable: for all z,y e £, zNy e €.

Coincidence-free: for all x € £ and ey, ex € z distinct, there is y € £ such that

e1EYS e dy
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Let us call a configuration-ees a pair (|F|,£) that satisfies these axioms. First, for any q
an ees, (|q|, %(q)) is a configuration-ees.

Second, for any configuration-ees (| E|, ), there exists a unique causal order <g making
(|E|,<g) an ees such that & = € (F).

Proof. If q is an ees, that (|q], € (q)) is a configuration-ees is direct to check.

Now, consider (|E|,£) a configuration-ees. We set ey <p ez when for all z € &, if
ey € x then e; € x. First, it is a partial order. Reflexivity and transitivity are clear. For
antisymmetry, assume e; <g ey and es <g e;. Assume that e; # ey. Since £ is covering,
there is € £ such that e; € x. But then by coincidence-freeness, there is y € £ such that
e1 €y es &y. Wilo.g., since ey <g ey, necessarily e; € y and ey & y. But since e; <g e,
we get a contradiction.

Now, to establish the remaining properties, we will make use of the following fact: for all
e € |E|, we have (the two inclusions are direct observations from the definitions):

ele =nN{zx €& |eca}

That implies first that as needed, [e]g is always finite, concluding that (|E|,<g) is an
ees. Now let us prove that its £ = € (E). Take x € £. Then it is down-closed for <g: indeed
if e € x and ¢’ <g e, then by definition ¢’ € = as well. Reciprocally, assume that « € € (F).
But clearly we have (again, the two inclusions are obvious)

z=U{le]g | e €z}

Since [e]gp = N{z € £ | e € x}, by stability [e]g € £. Since z = U{[e]g | e € X}, we
conclude by completeness that z € £ as required.

Finally, uniqueness comes from the observation that in any ees (|q|, <q), for all e1, e2 € |q],
we have e; <q ey iff for all z € €(q), if e2 € z then e; € x. The two directions are
obvious. <

It will be convenient sometimes to use this proposition and define ees via their configura-
tions, rather than directly via their causal order. In order to extend this to strategies we
prove the following proposition.

» Proposition 61. Let A be an (uncovered) arena. (Uncovered) strategies on A are in one-
to-one correspondance (through the constructions of Proposition 60) with configuration-ees
(lol, o) with |o| C |A] and o C € (A), which additionally satisfy:

Receptivity: for any x € o, if £ C~ y then y € o as well.
+

a a a a
Courtesy: if v—C —C in o and z—C in %' (A), then 2—C in o as well.
where £ C~ y (resp.  Ct y) means that x C y and pol,(y \ =) C {—} (resp. poly(y \ z) C
{+1.

We say that such a configuration-ees is a configuration-strategy.

Proof. Firstly, it is trivial that if o : A, then € (o) satisfies receptivity above. For courtesy,
+

assume that xic —azC in (o) and x—azC in €(A). If a1 <, a9, then necessarily a; —, as.
But then by standard courtesy we have a; — 4 as as well, contradicting x—@C in €(A).
Now, we need to check that if (Jo|, <, ) is an ees with |o| C |A|, € (o) C € (A) satistying the
two additional conditions above, then it is a strategy. First, it satisfies receptivity by Lemma
56. For courtesy, assume that a; —, as with pol (a1) = + or poly(az) = —. If a1 —4 a9
we are done, otherwise a; and ay are incomparable in A. Take = = [az], \ {a1,a2} € €(0),
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then we have z—c in A. If poly(az) = —, then by receptivity we have T—C in € (o),
contradicting a; —, ag. Otherwise, we have pol 4(a2) = +. Then, by courtesy we get that
x—a2C in ¢(0) again, which is a contradiction. So, a; —4 a2, and we have proved that o is
an (uncovered) strategy. <

Finally, we give a final characterisations of configuration-ees that correspond to strategies,
which will be useful in the coming proofs. For that, we recall first the “Scott order” between
configurations of an arena.

» Lemma 62. Let A be an arena. The Scott order on €(A) is the partial order defined by,
for x,y € €(A):

sCayer2,2Chy
for some z € €(A).

Proof. First of all, we observe that in the definition, z is necessarily x Ny. Indeed clearly
z C x Ny, and to show that z Ny C z, notice that for a € x Ny either pol,(a) = — and then
a € z follows from z CT y, or pol,(a) # — and a € z follows from z C~ z.

We need to check that it is a partial order. Reflexivity is trivial. For transitivity, assume
that x £ 4 y and y £ 4 2. The situation is summarized by the following diagram:

x Y z
) & ) &
rNy ynz
But then, necessarily xNyNz € € (A) — it is down-closed as the intersection of down-closed
sets. But then it is easy to see that zNy Nz C~ xzNy,and zNyNz CT y Nz Finally,
we have that xt Ny Nz = x N z: indeed, if a € x N %z, then if pol,(a) = — we deduce from

yNz Ct 2 that @ € y Nz C y, and symmetrically if pol,(a) # —. Transitivity follows.
Finally, for antisymmetry, assume we have the following situation:

T Y T
O (; O (;
TNy ynNx
It is immediate that y = z Ny, so y C . Symmetrically, x C y hence x = y. |

We now give our final characterization of configuration-strategies, given via a discrete
fibration like property (as in [4]).

» Proposition 63. Let (|o|, o) be a configuration-ees with |o| C |A| and o C ¥ (A). Then it
is a configuration-strategy iff for all z € o, for all y C4 x, then y € o.

Proof. If. Receptivity is clear, since if  C; y, then y T4 x by definition. For courtesy,

n
assume = € o with xic % imoand 1—c in %€ (A). In particular, we have x U {az} C}
x U {ay,as} with the latter in o. By hypothesis, it follows that z U {a2} € o as required.
Only if. Assume that y € o, with £ T4 y. As observed earlier, we necessarily have
22, xNyY Qj" y. If we can show that x Ny € o, then we are done by receptivity. So we
only have to prove that for all # C¥ y, if y € o, then = € o as well. It is in fact sufficient to
prove the above if = y U {a*}, the many-step version will then follow by induction.
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n

Hence, take y € o with x—aC y. From the correspondence of Proposition 60 we know
that o is the set of configurations of a strategy (|o|, <,) which is courteous, hence if we had
a —, a' for a’ € y we would have a — 4 o’ as well, contradicting that x € ¥(A). Hence no
event depends on a in y for <,, so x is down-closed, i.e. x € o. |

A.3.4 Copycat strategies

As a first example of a strategy, which will also play a major role in the rest of the development,
we introduce the copycat strategy. In fact we define with slightly more generality a notion of
copycat-like strategies; those will later give the structural morphisms corresponding to the
symmetric monoidal structure on the category of strategies.

First, we give a notion of map between arenas — note that this is an instance of the usual
notion of map between event structures.

» Definition 64. Let A, B be arenas. A map of arenas from A to B is a function on events
f : |A| — | B| preserving polarity, such that for all € € (A), its direct image fz € €(B) is a
configuration as well; and which is locally injective, in the sense that for all e1,e2 € z € € (A),
if fe; = feq then e = es.

An isomorphism of arenas is simply an iso in the category of arenas and maps between
them. We write f : A = B to denote that f is an iso between A and B.

Isomorphisms of arenas will be simply lifted to copycat strategies, that will eventually
also be isos in the category of arenas and strategies between them that we aim to form. From
f: A= B, we define a strategy @y : AL || B (a copycat strategy) through its configurations,
using the Scott order.

» Proposition 65. Let f : A = B. We define a family (C; (on events/polarity AL || B)
comprising all x4 || x5 € €(AL || B) such that:

rp Ep f(xa)

So defined this is a configuration-strategy, corresponding via Proposition 61 to a strategy
@y : AJ‘ || B.

Proof. We check first the axioms of a configuration-ees.
Covering. Let ¢ € A+ || B. Without loss of generality, assume that ¢ = (1,a) (the other
case is symmetric). We have [a]4 € € (A), by construction. Then, we set x = [a] || f[a]. It is

immediate by definition that f [a] Cp [a], so x € (Cf by definition; and ¢ € = by construction.

Consistent. Let x4 || xp € Cy, and y4 || yp € Cy. Then, by consistency on A and B,
xaUys € €(A) and xp Uyp € €(B). Moreover, we have:

zpUyB Cp fzaU fya

as follows immediately from xp Cp fxa and yg Cp fya. Hence, we have as required
zaUya | zs || ys € Cy.

Stable. Same reasoning.

Coincidence-free. Let x4 || xp € Cf, and ¢, € x4 || zp. If both ¢, ¢’ are on the same
side, say wlog ¢ = (1,a) and ¢/ = (1,d’) with a,a’ € z4, then there is 2y € €(A) with
)y Cx4 and a € 2y < a & z/y. But then we have 2y || f2'y Nzp € Cy, and it separates
c and ¢’. From now on, we can therefore assume wlog that ¢ = (1,a) and ¢’ = (2,b) with

a €xpandb e axp. If fad feaNzgorb & fraNap, assume wlog it is the second.

Then z4 || fzaNap € Cy and contains (1,a) but not (2,b). So, the only case left is when
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fa,be fxanzp. But then there is y € ¥(B) such that y C feaNzp and facy < b y.
Then, f~'y || y € @ and separates (1,a) and (2,b).

Now, we check that it is a configuration-strategy.

Receptivity. Take x4 || xp € (Cy such that x4 || zp S 2’y || «'5. Then it is clear by
construction that z/y || 23 € (Cy as well.

Courtesy. Take x4 || xp € (Cy, and assume that

of e
za || ep—C —C

Where (z4 || z5) U {ca} € €(AL || B). Assume wlog that co = (2,b); so that zp—Cb™.
But necessarily b = fa for some a € x4 (by definition of (C that is the case for (za ||
xzp) U{c1, 2}, but @ cannot match ¢; for polarity reasons. Hence, 24 || (zp U{b}) € (Cf as
well, concluding the proof. |

Though defining copycat strategies as above via their configurations rather than concretely
as an ees makes for smoother proofs, it will be also convenient to have a concrete understanding
of immediate causality in ;.

» Proposition 66. Let f : A = B be an iso. Then, the immediate causal links of «; are
exactly those of the form:

(17 CI,) _Dwf (2a fa') (pOlA(CL) = +)
(2a fa’) >y (1’ Cl) (pOlA(CL) = _)
(la Cl1) > ay (1’ a2) (al_ A a;r)
(2a bl) >y (2’ b2) (bi‘r B bQ_)
Proof. Recall from Proposition 60 that < «; 18 defined as
c1 S €2 & Ve, p€x = c1€x

It is a direct verification from this definition that the immediate causal links proposed are
strict inequalities. We detail the first case: take x4 || zp € Ty, and assume that fa € 2
with pol,(a) = +. By definition we have

g Cp fxa.

Since polg(f a) = +, by definition of the Scott order we have fa € f x4 as well, hence
a € x4. The second case is symmetric, and the two other cases are obvious as the pairs
proposed are already in strict inequality in the game.

Now, we need to also check that those are immediate causal links, i.e. that there are no
events in between. Given a configuration-ees A, given a; <4 aso, so as to establish a; —4 as

it suffices to establish that there is z € A such that m—alc —aZC . For the first case, we have
(1,a) (2,fa)
[a)a || fla)a —C [a]all fla)a —C [a]all fla]a
where it is easy to check that all those are in (Cf. The second case is symmetric. For the
third case we first note that © = [a2)a \ {a1} € F(A4). Indeed if it was not down-closed, there
would be a € [az) 4 such that a; <4 a, with then a1 <4 a <4 ag, contradicting a; —» 4 as.
Hence we have the chain:
(L,a1) (1,a2)
z| flazg)a —C la2)a || flaz)a —C [az]a |l flaz)a

where it is immediate from the definition that each of those are in (Cy. <

This way we recover the standard definition of copycat, which is usually via the transitive
closure of the causality relation above.
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A.4 A category of strategies

Now, we give the definition of the composition of strategies, and we prove that this gives a
category.

The recipe for composition — parallel interaction followed by hiding — is usual in game
semantics: given o : AL || B and 7 : Bt || C, first embed them both in A || B || C (ignoring
polarities), let them interact by constructing the “least causal agreement” between the two
strategies, and then hide away the synchronized events (i.e. those in B). We will first detail
the composition, and then the hiding.

A.4.1 Interaction
First, we define the interaction of two strategies.

» Definition 67. Let 0 : AL || B and 7 : B+ || C be uncovered strategies, where B is an
arena (i.e. no neutral events). Then, the interaction 7 ® o is defined as the meet:

T@o=(c|C)N(A]T)

Note that for now, this operation is only well-defined as yielding an ees: o,C, A, T are all
ees, parallel composition is defined on ees, and the meet yields an ees.

There is a slight abuse of notation here: there is an implicit renaming (to a ternary
parallel composition) going on to ensure that o || C and A || 7 both have events a subset of
those of A || B || C. We keep this renaming implicit (as is often done in game semantics)
because having it explicit overloads notations with no gain in clarity, but one must be aware
that it is there.

Interaction between uncovered strategies always yields an uncovered strategy:

» Proposition 68. If o : A* | B and 7 : B* || C are as in Definition 67 above, then
T®o: At || B || C is an uncovered strategy.

Proof. By definition of the meet, |7 ® 0| C |A* || B® || C|. By Lemma 53, its configurations
are those sets of events x4 || p || zc of A || B || C such that there is a chain:

O=aiyllapllae —C ayllaplag < ... —C ahllapllag

such that 7 || 2% || 2% = z4 || 2 || ¢, for all 0 < i < n, 2% || 25 € €(0) and

zl || 2L, € €(7). By construction, we know it is an ees. To show that it is an uncovered

strategy, we use the characterizations of receptivity and courtesy of Proposition 61.
Receptivity. Consider x4 || xp || ¢ € € (7 ® o) with a covering chain as above, with

za || B || xc—eC in A+ || B | C. Necessarily, e is in A or C. Wlog, assume it is in

C. Hence zp || z¢ € €(7) and ro—C zp in C. By receptivity, zp || z € (1) as well.

Appending this to the covering chain, we get a witness that z4 || z5 || 2 € € (7 ® ).
Courtesy. Consider 24 || 25 || ¢ with a covering chain as above, and

/

€+ €
zallzp lzc —C 2y lapllae —C 2% 25 | 2¢
where the polarity of e is taken in A+ || BY | C. Necessarily e is in A or C, wlog let us say
itisin C. If ¢’ is in B or C, then the (end of the) covering chain above can be rewritten as

/

€+ e
zallzp|lze —C zallzpllze —C wall2p | 26,
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e e
But then, by courtesy for 7, it follows that zp || xc—C &'y || yo—C @5 || - in €(7) as
well, meaning that

’

e
zallzpllze —C zall 2B |y

completes the covering chain of x4 || g || z¢ so as to justify that x4 || 25 || ¢ extends via

e
¢/ in €(r ® 0), as required. If ¢’ is in A, then similarly x4 || 25 || xtc—C (with no need of
courtesy from either o or 7). <

Of course this operation is not the definition notion of composition of strategies: it lacks
hiding. Without hiding, we would not get a category of games, as in particular copycat
would not be idempotent. However, it will be important for the sequel to note that already,
without hiding, we have an associative notion of composition.

To make this precise, we need however to precise something. By an uncovered strategy
from A to B, where A and B are covered arenas, we mean an uncovered strategy o : A ||
NO || B for some entirely neutral arena N°.

» Proposition 69. Interaction of (uncovered) strategies is associative.
Proof. Let 0 : A+ || N° | B, 7: B+ || M°||C and 6 : C+ || P° || D.

The uncovered strategies o and 7 interact on B, so their interaction is defined as the
meet (o || M || C)A (A || N || 7). By Lemma 59, we have:

(r@a) | PIID=(a|M|CIP[D)ANAIN]TI]P]D).

Now, we note that

i@ (T®0) (AN B M)A ((r@o)ll P D)
(AINIBI M)Al M[C]P|D)

ANATN I[Pl D))

the meet is a least upper bound (Proposition 52) so is associative, hence the dual reasoning
implies equality with (6 ® 7) ® 0. <

Since § ® (T®0) = (0 ®7) ® 0, we can — and will — write unambiguously ¢ ® 7 ® o for
either of them.
A.4.2 Hiding

Now, we introduce the second phase of composition: hiding. It will be presented as an
operation which takes an uncovered strategy, and produces a covered strategy by removing
neutral events. First, we define the hiding of an uncovered game.

» Definition 70. Let A be an uncovered game. Its hiding, written A, has components:

|4yl = [|AlN{a € A|poly(a)# 0}
<a NJAL?

<4,

It is direct to prove that this still defines a game. Similarly, we define the hiding of an
uncovered strategy.
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» Definition 71. Let o : A be an uncovered strategy on an uncovered game A. Then we
define o as having components:

oy = loln|Ay
< = <5 ﬁ|A¢|2

—0
which is, as is simply to check, an ees.

So we simply ignore the neutral events, which are thought of still occuring silently in the
background. For now o is only defined as an ees — but in the sequel we will see that it is
indeed a (covered) strategy on A|. First, we describe its configurations.

» Lemma 72. Let 0 : A be an uncovered strategy. Then, we have:
o)) ={zn Az e ?(A)}

Moreover, for any v € €(0}), there is a unique minimal wit(x) € € (o), called the
witness of v, s.t. wity(x)N|A| ==z.

Proof. First, we prove the characterization of (o). If z € ¥ (o)), then in particular
x C |A|. Tt follows that [z]4 € €(A). Clearly, x C [z]4 N |oy|. In the other direction, take
a’ € [x]aN]oy|. By definition, there is a € x such that ' <, a. But o’ € |o||, so by definition
a’ <o, a as well, so @’ € x. Likewise, for 2 € € (o), we have x N |o| € €(0)): if a € N o]
with a’ <, a, then a’ <, a as well, so a’ € .

For x € ¥(0}), we define wit,(z) = [x],. As observed above it is indeed a witness. For
minimality, observe that if y € (o) such that y N |o;| = x, then obviously = C y, hence
since y € €'(0) is down-closed we have [z], C y as well. <

We now need to check that so defined, the hiding of an uncovered strategy is, as expected,
a strategy.

» Proposition 73. If o : A is an uncovered strategy on an uncovered game A, then o) : A is
a covered strategy.

Proof. We already know that o) is an ees, it remains to prove that it is receptive and
courteous. For that, we are going to use the characterization of those in Proposition 61 and
that of configurations of | in Lemma 72.

Receptivity. Assume z € € (o), and T—C in %' (A;). But then [z], € € (o), with also

[x], € €(A) since o : A. Moreover, we still have [a:]g—ac in €(A): indeed, by definition of
arenas a~ only depends on visible events, which are all in x, hence in [z],. By receptivity of
o, we have [z], U {a} € € (o) as well, hence z U {a} € € (o) as required.

+
. a a

Courtesy. Assume that z—C —C in % (0,), with z—C in %' (A}). Then, we have in ¢

a covering chain
ey ‘11+ 624—1 egﬂ) asz

[zl —C ... —C —C —C ... —C —C
obtained by adding to [z], (a linearization of) the dependencies of af not in [z], (which
are necessarily neutral), and then adding (a linearization of) the dependencies of as not in
[z]o U [a1]» (again, necessarily neutral). By p + 1 uses of the characterization of courtesy in
Proposition 61 for o, it follows that the following is also a covering chain in o

el el el el aJr
1 n “n+1 n+p az 1
zlg —— ... —C —C ... —C —C —C,

az
hence oy —C as needed. <
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We are finally in position to define the composition of covered strategies.

» Definition 74. Let 0 : AL || B and 7 : B || C be two covered strategies. Then we define:
TOo=(T®0),
which is a covered strategies by Propositions 68 and 73.

Before going on to prove associativity, we establish the following lemma on hiding, which
is going to be useful later on.

» Lemma 75. Let 0 : A be an uncovered strategy, and take x—Cx' in 6 (o,). Then, there
exists a chain

wity(z) =yo —C ... —C yn = wit,(z')
in 6(0).

Proof. First of all, remark that wit,(z) C wit,(2’). Indeed, otherwise wit, (z) N wit, (z') €
% (o) (as configurations are stable under intersections) is strictly included in wit,(x), but its
visible events are those of x, contradicting minimality of wit,(x) as a witness for .

Since wit, (2') € € (o), it has a covering chain

D=yo —C ... —C yp = wit,(2')

where for all 0 < i < p, y; € €(0). But configurations are stable under unions (consistency),
therefore taking the union of all elements of the chain with wit,(z) C wit,(2'), we get a
chain

wit, (z) =y, —C —C* y, = wit,(2")

in ¥ (o) where x—C*®y means that x—Cy or = y. Simplifying this chain taking only the
progressing steps, we get

wity(z) =20 —C ... —C 1, = wit,(z')

as required. |

A.4.3 Associativity

Toward establishing the categorical structure of strategies, we show that the notion of
composition of covered strategies we just introduced is associative. This relies on the lemma
below.

» Lemma 76. Let o : AL || M® || B and 7: BL || N° || C be two uncovered strategies (with
B a covered arena). Then,

(r®o),=(ry®ay),: A" || C

Proof. We rely on Proposition 61 and show that these two covered strategies have the same
configurations, so the proof boils down to the two inclusions.
C. Let z4 || z¢ € (1 ® 0);. By Lemma 72 there is a unique minimal

Witreo (24 || zc) =2a |2y | 2B || 2N || 20 € €(T® 0)
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We show that then, z4 || 25 || x¢c € €(7, ® o). Take a covering chain for x = x4 ||
zym ||z || 2N || 2o € €(T ® 0), i.e. a chain

(2 )o<icn = (@ | 2y || 25 || oy || 26)o<i<n

with z;—Cz;41 (for 0 <i<mn—1),2° =0, 2, =2, and for all 0 <i <n, 2 || 2%, || 25 €

¢ (o) and % || 2% || 21, € €(7). The existence of this chain is garanteed by Lemma 53.

Projecting this chain to A, B, C we get:
y' = (% || 2% || 26)o<i<n

where for all 0 < i < n, 2% || 25 € €(0) and % || 2%, € €(7), and for all 0 < i <n —1,
y'—C*y*T! meaning either y* = y**! or y*—Cy'T!. Removing duplicates, we obtain a covering
chain for z4 || zp || z¢ satisfying the required conditions to testify (following Lemma 53)
that 4 || zp || zc € € (1) ® o). Therefore, 24 || zc € €((1, ® 0})y).

D. Let x4 || z¢ € €((r, ® 0});). By Lemma 72 there is a unique minimal

Wity @o, (T4 || ) =24 || 2B || 2c € C (T, ® 0})

By Lemma 53, that means that there is a chain

(z)0<icn = (@4 || 2% || 26 )o<i<n
such that 2° =0, 2" =24 || 25 || ¢, for all 0 <i < n — 1, 2'—Cz**! and for all 0 < i < n,
7Yy | 25 € € (o)) and 2% || & € €(7)). For each 0 < i < n, we observe

oy | 2y |2 | oy | 2p € €@ | N[ C)NE(A[ M | 7)

where 7Y || 2%, || 2% = wity (2% || %) and 2% || 2y || 2L = wit- (2% || 25). It remains to
complete this into a covering chain, i.e., for each 0 < i < n, provide:

i+1

vy @b 12 |2y oo —C oo =< 2l gt 2l 2y Il 2

in€||N|C)NE(A| M || 7). There are several cases, depending on the location of the
extension 2’ —Cz'*!. If it is in A or C, say w.l.o.g. that it is in C. Then by Lemma 75, there
is

i i i iHl g il g ikl
g oy e < ... < 2 |2y =g

where, by necessity, =% = xigl. Taking the componentwise parallel composition with

zYy || %, we get the required chain segment. Suppose now that the extension z'—Cz**? is

in B; say w.l.o.g. that it is positive for 7, i.e. has negative polarity in B. As just above, by
Lemma 75 we get a chain segment

op oy 2o < ... —C o e 2!
where, this time, %, = xé}"l. Taking the componentwise parallel' compvosition' with z || 2%,
we get again the required chain segment — exploiting that =% || =%, | 5* € €(o) by
receptivity. Appending all these segments, we get a covering chain witnessing that x4 ||
zm ||z || 2N || 2o € € (T ® 0), hence x4 || xc € C((T® 0),). <
From that, we can immediately deduce:

» Proposition 77. Composition of covered strategies is associative.
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Proof. Consider (covered) strategies o : A* || B,7: B+ || C, and § : C* || D. We use the
following equational reasoning:

dO(Too) =1 ((®(toa)),
= (®(T®o)),
=3 (0®(T®0)),
=, (®T)®O)
=5 ((®7),®0),
= ((doT)®0),
=7 (0OT)O0

where lines 1,2, 6,7 are by definition of composition and the observation that for o covered,
o, =0; 3 and 5 are by Lemma 76; and 4 is by Proposition 69. |

Before we finally obtain a category, it remains to show that copycat is neutral for
composition. In fact we will directly show a bit more: we will analyse in general the result of
composing a strategy with a copycat strategy. This additional information will be useful
later when constructing the compact closed structure of the category.

A.4.4 Global and local renaming

It is convenient to introduce some tools for transporting ees and strategies along arena
isomorphisms.

A.4.4.1 Global renaming.
First we introduced a global notion of renaming, defined at the level of ees.

» Definition 78. If A is an arena, we say that an ees q is an ees on A if €(q) C ¥(A)
(however, q may fail receptivity or courtesy).

In constructing the compact closed structure of Det, we will use the following global
renaming operation on such a q:

» Definition 79. Let g be an ees on arena A and f : A = A’ be an arena isomorphism. Then,
we define f * q as having events

[fxal={felee]al}
and causality transported by f, i.e.
fe<pqfe & e<qé
It is the global renaming of q following f, clearly an ees on A’.
From the definition, we immediately have:
» Lemma 80. Let q be an ees on arena A and f: A= A’ be an arena isomorphism. Then,
C(fxa)={fz|zeb(aq)}
where fx is the direct image of x € €(q) by f.

Proof. Obvious. |
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A direct observation is that the meet commutes with renaming.

» Lemma 81. Let q,q’ be two ees on arena A and f : A = A’ be an arena isomorphism.
Then,

(frxa)A(f*qd)=f*x(qnq)

Proof. Obvious by Lemma 53 — a securing chain can be transported either way by Lemma
80. |

A.4.4.2 Local renaming.

Now, we introduce a particular case of global renaming called local renaming, defined at the
level of strategies from one arena into another.

» Definition 82. Let o : AL || B be a covered strategy. Let f: A’ =~ Aand g: B2 B’ be
isomorphisms. Then, we define g-o - f : A'" || B as the ees (f~! || g) * 0. It is obvious that
this is indeed a strategy as f and g are order-isomorphisms and preserve polarities.

For o : At || B, we will also write g - o for g- o -ida and o - f for idg - o - f. Clearly,
idB'O'-idAZO'.
It is convenient to characterise the effect of renaming on configurations.

» Lemma 83. Let o : Bt || C be a strategy, and f : A= B,g: C = D be isomorphisms of
arenas. Then,

Clg-o-f)={(f""aB lgzc) | (x5 || zc) € €(0)}
Proof. Follows from Lemma 80. <

Renaming gives a sort of action of isomorphisms of arenas on strategies, as expressed and
proved below.

» Lemma 84. For o : A{ || By a strategy and f1: A1 = Ao, fo: As = A3, 91 : By 2 By, g :
By = Bj isomorphisms of arenas, we have:
idp, -o-ida, = o
g2:(g1-0) = (g20q1)0
(- fi)-fo = o-(faof1)

Proof. Direct using Proposition 61 (in particular that strategies with the same configurations
are equal) and Lemma 83. |

A.4.5 Composition with copycat strategies

With that, we state and prove the following key lemma, expressing the result of composing a
strategy with a copycat strategy.

» Lemma 85. Let 0 : AL || B be a covered strategy, and g : B = B', f : A = A’ be
isomorphisms. Then,

CgOo = g-0

o-f

N ONH
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Proof. We prove that for o0 : Aand f: A= B, ¢y ©® 0 = f-0. The statement of the lemma
follows from the same reasoning, with some slight purely notational complications. To prove
that the two strategies are equal we show that they have the same configurations, exploiting
Proposition 61.

Let 2 € €(«y ® o). By definition of composition it has a witness y || € € (¢ ® 0),
with y € €(0) and y || « € €(«y), i.e. by Proposition 65,

xCp fy

which, since f is an order-isomorphism and preserves polarities, amounts to f~'z T4 y
with y € (o). Now, by the characterisation of strategies in Proposition 63, it follows that
[tz e€(0),s0x€E(f-0) by Lemma 83.

For the other inclusion, let € €(f - o). Then, we have

flafzeb(cr®o).

Indeed f~'z € ¢(0) (by Lemma 83) and f~'xz || # € €(«yf), but we also need to
construct a covering chain (following Lemma 53). One can easily be constructed by taking
any covering chain ) = z9—C ... —Cx, = x for z in o: for each 0 < i < n, we have that
[ltz; €€(0)and f~la; || 2 € €(wy). If 2441 = 2; U {a} with pol,(a) = —, then

flaille —C fla |z —C @i || 2

is such that f~'z; € €(0) and f~'x; || 41 € €(wy) as well. Symmetrically if pol(a) = +,
then f~! ;.1 || x; provides an intermediate step. Concatenating all those together, we get a
covering chain for f™'z || z € €(w; ® o). Hence, x € €(as ® o). <

For A a covered arena, write @a : A+ || A for the copycat strategy obtained by lifting
the identity isomorphism, i.e. @4 = @q,. From all of the above, we immediately deduce:

» Corollary 86. There is a category Det with covered arenas as objects, strategies o : A+ || B
as morphisms from A to B, and s : AL || A as identities.

Proof. We know that composition is associative by Proposition 77. Finally, for o : A* || B,
we have «p ® ¢ = idg - 0 = o where the first equality follows from Lemma 85, and the
second by definition. Likewise 0 ® @4 = o, and we have a category. |

A.5 Compact closed structure

We have constructed above the category Det of games and strategies. Before going on to
equip Det with term annotations, we will first investigate here its further structure — we will
show in praticular that it is compact closed.

A.5.1 Symmetric monoidal structure.

A.5.1.1 Tensor.

First of all, we construct a bifunctor

— ® — :Det x Det — Det

» Definition 87 (Tensor of arenas). Let A, B be two arenas. Their tensor A ® B is simply
defined as A || B.
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Even though A ® B is simply defined as A || B, we find it useful to have introduce the
distinct notation ® for it in order to emphasize the role it plays in the category, and to
disambiguate the functorial action of the tensor with the parallel composition of partial
orders.

We now introduce the bifunctorial action of the tensor.

» Proposition 88. Let oy : Af || By and o3 : Ay || By be strategies. We define:
o1 ®0z =% (01 || 02) : (A1 @ A2) " || (B1 @ B)

with v : (A1 || By) || (A || B2) — (Af || A7) || (B || B2) the obvious isomorphism. This is
a strategy, and its configurations are exactly those

(@a, | wa,) | (e, | 25,) € C((Ar || A2)* || (B || B2))

such that x4, || zp, € €(01) and x4, || zB, € € (02).

Proof. Obvious by construction and Lemma 80. <
Towards functoriality, we show first that the tensor preserves copycat.

» Lemma 89. Let A, B be arenas. Then, cagp = €4 @ «p.

Proof. We use Proposition 61 and show that the two strategies have the same configurations.

By Proposition 65, configurations of @agp are those
(@l || @) I (2% || «5) € €((A || B)* || (Al B))

such that a7y || #%; C4yp Y4 || 2%3. But by definition of the Scott order, this is equivalent

to 27, C4 oY and 2’3 Cp 2), which by Proposition 88 corresponds to configurations of

€y ® €B. |
Finally, we prove bifunctoriality.

» Proposition 90. Let oy : A{ || B1,02 : Ay || Ba, 71 : B || C1 and 72 : By || Ca. Then,
(MO©o1)®(20o2) = (11 ®7) O (01 ®02)

Proof. We give a direct equational proof at the level of interactions. In the proof below
we overload the symbol v to denote each time the canonical isomorphisms of arenas whose
precise identity can be uniquely recovered from the context.

(11 ®@72) ® (01 ® 09)

= (yx(onllo2) | (Co [l C2)) A((Ar [| A2) || 7 # (1 [ 72))
(v (o1 [ C1) || (o2 [ C2))) A (v ((Ax | 71) | (A2 || 72)))
v (a1 [ C1) ] (o2 [| C2)) A ((Ar [ 71) || (A2 || 72))

# (o1 1 C1) A (Ar [ 7)) || (o2 | C2) A (Az || 72)))

= yx((m®ao) | (n®o2))

where equalities follow in order by unfolding definitions, by definition of renaming (note that
the symbol v does not denote the same isomorphism), by Lemma 81, by Lemma 59, and

finally by definition of interactions. From the equality we established, the one we seek follows
by hiding. <
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A.5.1.2 Symmetric monoidal structure.

To construct a symmetric monoidal category, we additionally need to describe the structural
morphisms, show the necessary naturality and coherence conditions.

First of all, observe that the category IsoAr having arenas as objects and isomorphisms
between them as morphisms already has a symmetric monoidal structure. The tensor
operation on arenas is defined as above, and it extends to maps in the obvious way. There is
an empty arena 1. Furthermore, for all arenas A, B and C we have isomorphisms of arenas
as below

pPA : Al =2 A

Aa 1A =2 A

sap A®9B =~ BoA
aapc : (A®B)®C =2 A®(B®C)

which are natural in A, B and C; and satisfy the coherence conditions required of the
structural maps of a symmetric monoidal category. These isomorphisms can be easily lifted
to copycat strategies:

Ty (Aot || A
@, lod)t || A
Cspp (Ae@B)* | BeA
Canpe @ (AB)0O)Y | A®(B®C)

From now on, to alleviate notations we will write simply p4 for «,,, A4 for @,, and so
on; as long as it is unambiguous. It remains to prove that these structural strategies satisfy
the necessary coherence and naturality conditions. Coherence (e.g. Mac Lane’s pentagon
along with the triangle identities and that s4 p and sp 4 are inverses) will simply follow
from coherence in the category of arenas and isomorphisms using this lemma.

» Lemma 91. The operation which to an arena A associates A and to an isomorphism
f A= B associates ay extends to a functor:

@_ : IsoAr — Det

Proof. Preservation of identities is by definition. For preservation of composition, take
f:AZ Band g: B=C(C. We calculate:

GO = g«

g9- (€ © ea)
g-(f ea)
(gof) @a
Cgof © €A
= @gof
where the first equality is by Lemma 85, the second by Corollary 86, the third by Lemma 85
again, the fourth by Lemma 84, and we conclude by Lemma 85 and Corollary 86 again. <«

Hence, all coherence laws follow immediately from those in IsoAr. Finally, we have to
prove that the structural strategies are natural.

» Lemma 92. The families of strategies Aa,pa,sa,p and aa p,c are natural in A, B,C.



A. Alcolei, P. Clairambault, M. Hyland and G. Winskel

Proof. For all those families, naturality follows directly from Lemma 85 and definition of
the structural strategies. Below we only show naturality for s4 g, the other cases following
in the same way.

Let o : A || Ay and 7 : Bi- || B2 be two strategies. We first note that:

SA3,By ° (U ®7—) = (T ® 0') T SA1,B

as can be established directly via Lemma 83 and Proposition 88. But then the required
naturality square follows by Lemma 85. |

We have finished the proof of:
» Proposition 93. The tuple (Det,®, 1) is a symmetric monoidal category.

A.5.2 Compact closure.
Finally, we show that Det is compact closed. First we define the unit and co-unit.

» Definition 94. Let A be an arena. Then we have two strategies:
na: 1| (At @A) ca:(A® A1
defined as renamings of @4 : AL | A.

We can finally state and prove the main result of this section.

» Proposition 95. The category Det is compact closed.

Proof. We only have to check the two equations for duals in a compact closed category, i.e.
for any arena A, we have:

€A = AaO(a®aa)0a 'y, , O (@a®na)opy
Car = parO(€ar ea) Oaar g4 ©(Ma® @) © AL

We focus on the first, as the two equations are similar. By repeated applications of
Lemma 76, the right hand side of the equation is equal to

(Aa® (€4 ®@ @a) ® ag}AL’A ® (€A ®na) ®pyt),

Those are all copycat strategies — unfolding the interaction, and using the caracterisation
of configurations of copycat strategies in Proposition 65, we get that the configurations of
A ®(ea® @a)® a;lAL A ®(ca®na)® p;l are exactly those of the form below:

/N /N /N RN
1 I (2 Il 1) I (@s I (za I z5)) I ((e I @7) I zg) I (1 1 z9) I 210

\/ S~ S o/

where for each i, z; € €(A), related by the constraints pictured. But by Lemma 62, the Scott
order is a partial order, therefore its projection 219 C x1 and 1 || 10 € € (@a). Reciprocally,
for any z1 || x10 € € (@a), it is easy to construct a witness as above, establishing the
equation. |

This concludes the construction of the compact closed category Det, which will serve as
carrying the causal backbone (the acyclicity witnesses) for our formulation as strategies of
expansion trees. In the next section, we enrich this category with the term assignments used
to compute the Herbrand witnesses.
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A.6 Further structure of Det

In this subsection, we introduce some further structure of Det that will be helpful in giving
the interpretation of the sequent calculus and proving some of its properties.

A.6.1 Order-enrichment

Here, we prove — though it is really more of an observation — that Det is actually an order-
enriched category: each homset is partially ordered by < and all our operations on strategies
(composition and tensor) are compatible with it.

» Proposition 96. Det is an order-enriched category, where for any two arenas A and B,
Det(A, B) is the partial order of strategies from A to B, ordered by <.

Proof. We know that < is a partial order on ees, so it specializes into a partial order on
strategies.

First, we prove that composition of strategies is compatible with <. Take A, B and C
arenas, and strategies 01 < 05 : AL || B and 7 : B || C strategies; and x4 || zc € €(7 ® 03).
Consider its witness

2 ||zg || xc € € (1T ® 01).

By Lemma 53 and the fact that € (o1) C €(02), it is then direct that x4 || zp || zc €
€ (T ® 02) as well, hence x4 || xc € € (7 ® 03). The argument is clearly symmetric, so
composition preserves the order in its two components.

If 01 < 02 : A and 7 : B, then it is immediate from the definition that o1 || 7 < o2 || 7.
From that and the definition of tensor, it follows directly that the tensor of strategies preserves
the order as well. |

Intuitively, 01 < 02 means that o; plays fewer moves than o5, with more constrained
causality. This order enrichment will play a minor role in our interpretation — namely, we
will use it to prove that the interpretation of first-order MLL, though it does not preserve
cut elimination in general, does preserve it in a lax sense, following an enrichement with
terms of the order above.

A.6.2 Functorial shifts

Our course, a key component of our interpretation will be to show how formula constructors
map to operations on arenas. In particular, since moves played by strategies are meant to
correspond to quantifiers, we need already at this level to study the properties of the addition
of a single move as a prefix to an arena. Following the literature, we refer to this operation
as a shift.

A.6.2.1 Shifts on arenas.

First, we define the shift operations on arenas.

» Definition 97. Let A be an arena. We define its up-shift 1 A as the tuple (|1 A, <44
,poly 4), where |1 Al = [A| W {e} (where, w.l.o.g. we assume that e & [A[); a1 <4 a2
iff a; = @ or a1 <4 ag; and the polarity function is obtained by extending pol, with
poly 4(e) = —.

Likewise, the down-shift, | A, is as T A with the exception of pol| 4(e) = +.

Later on, the up-shift will be used to model the addition of a universal quantifier, whereas
the down-shift will be used for existential quantifiers.
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A.6.2.2 Shifts on strategies.
We now extend these two operations to two functors 71, : Det — Det.
» Lemma 98. Let o0 : AL || B be a strategy. Then, the set

za ||z €€ (0) }

CK(TU):{:ETAHMB | cCzis — ecap

where x4 = x4 4 N |A| (and likewise for xp) is a configuration-strategy. It corresponds to
(via Proposition 61) a strategy:

To: (1A | (+B)
Symmetrically, we have | o : (} A)* || (} B).

Proof. Direct verification. |

» Proposition 99. The construction above yields order-enriched functors:
1,1} : Det — Det

Proof. We prove it for 1, the other case is symmetric. It is a direct verification that 1
preserves copycat, and that it preserves the order. Let us show that it also preserves
composition.

Let 24 4 || x4 € €(T(7 © 0)). Consider its projection x4 || xc € € (T ® ), which has a
witness 24 || zp || xc € € (7 ® o) along with a covering chain:

o |l 2 | ze—C ... —Caly || 2 || 2

where 29 = 0 and 2% = xk. This covering chain exists by Lemma 53. Assume first that
e € 74 4. Then, it is immediate that

DI010 —< 00| {e}

D1l {o} Il {o}

{o} [ {o} [ {e}

{e}uai [l {o}Uap | {o} Uy

{e} Uy || (s} U || {o}Ua

is a covering chain in 77 ® To. But as e € x4 4, we actually have x4 4 = {8} Uz 4. Thus

AAAAA

o € x4 ¢ as well and necessarily 2+ = {#}Uz¢. So this establishes that x4+ 4 || 24 ¢ € 17071 0.

We can easily adapt the reasoning if @ & x4 4 (in which case x4 is empty and the covering
chain in the interaction need only reach B and C).

Reciprocally, take z = 24 4 || 21¢ € 17 ® 10, and its projection x4 || zc to A+ || C. By
definition, there is 4+ 4 || 24 B || *+¢ € T T7®7 0, along with a covering chain p. Projecting this
configuration of the interaction to A || B || C' yields a covering chain for x4 || zp || zc € T®0,
S0 x4 || zc € T © 0. Finally if ® € 24 4 then necessarily o € x4 p as well by definition of 1o,
and likewise o € x4 ¢ by definition of 1 7, which concludes the proof that x € 1(r © o). =

A.6.3 Countable tensor power

In this subsection, we introduce the construction which to any arena A associates its countable
tensor power ®“A — which has countably many copies of A in parallel — along with its
functorial action. This will serve as the basis for our two dual constructions on games 7A
and !A to come, used in defining the interpretation.
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A.6.3.1 Action on arenas.

We first define the countable parallel composition ||, A as follows.

» Definition 100. If q is an ees, then ||, g = (N x |q], <|_q) with
(i,a1) <joq (Ura2) & i=j& a1 <qas.
If A is an arena, then we additionally have pol; ,((i,a)) = poly(a).

On objects, the action of our countable tensor power will simply be this countable parallel
composition, i.e. ®“A =||,, A.

A.6.3.2 Action on strategies.
Now, we extend the definition above on arenas into a functor ®* : Det — Det.

» Definition 101. Let o : A+ || B. Then, we define
@90 =% (o o) : (Il A" || (o B)
where 7 :[|, (AL || B) 2 (||lo A)* || (]| B) is the obvious isomorphism.

As expected, this operation on strategies is functorial.

» Proposition 102. The operation above yields an order-enriched functor:
®%“ : Det — Det

Proof. Direct adaptation of the proof of Lemma 89 and Proposition 90. <

B  )-strategies

A signature is a pair ¥ = (X¢,%,), with X; a countable set of function symbols
(f, g, h, etc. range over function symbols), and X, a countable set of predicate symbols
(P, Q, etc. range over predicate symbols). There is an arity function ar : ¥y w ¥, - N
where W is the usual set-theoretic union, where the argument sets are disjoint.

If V is a set of variable names, we write Tmyx()) for the set of first-order terms on 3
with free variables in V. We use variables ¢, s,u, v, ... to range over terms. Literals have
the form P(t1,...,t,) or =P(t1,...,t,), where P is a n-ary predicate symbol and the t;s are
terms. Formulas are also closed under quantifiers, and the connectives V and A. Negation
is not considered a logical connective: the negation ¢t of ¢ is obtained by De Morgan
rules. We write Formy (V) for the set of first-order formulas on Y with free variables in V,
and use ¢, ... to range over them. We also write QFx (V) for the set of quantifier-free
formulas. Finally, we write fv(y) or fv(t) for the set of free variables in a formula ¢ or a
term ¢. Formulas are considered up to a-conversion and assumed to satisfy Barendregt’s
convention.

B.1 X-labelled event structures

B.1.1 Preliminary definitions

In this first subsection, we give the formulations of matching and unification on which the
construction of our category of Y-strategies will rely. For this subsection, we fix a signature
3. From now on, sets referred to as sets of variables will be any finite sets. Sets denoted by
V, V', V; etc will always denote such sets of variables.
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» Definition 103. A substitution from V; to Vs is a function
v Vg — ng(Vl),

written v : V; S Vs.

If t € Tmx(V,) is a term and v : V1 SV, is a substitution, the substitution of ¢ by
7, written ¢[y], is defined as usual by induction on t. If v : V1 SV, and 6 : Vo S V5 are
substitution, the composition § oy : V; 5V is defined as usual:

dovy Vs — Tmg(Vy)
x€Vs — §(x)[v]

Moreover, for all set of variables V), the identity substitution associates any x € V to
the term x € Tmy (V). Together, these data and operations form a cartesian category Substs
(written just Subst when the signature can be recovered from the context).

Matching and unification problems may be phrased in terms of this category. For instance,
given v : VSW and ¢/ : V' SW, we say that v subsumes 7' iff  can be further instantiated
to match 7/, d.e. there is p: V' &V such that v o u = +/. This is a preorder on the set of
substitutions with codomain W.

B.1.1.1 Equalizers in Subst.

Two substitutions v, : V1 3V, may not always have an equalizer — imagine Vo = {x} with
~v(x) = c and 6(x) = d with c and d distinct constant symbols in X. Observe that here y(x)
and d(x) are not unifyable. And indeed, we recall that there is [Goguen, 89] a correspondence
between unification and equalizers in this category Subst. We state below the main theorem
of first-order unification, in its categorical formulation from [Goguen, 89]:

» Theorem 104 (Herbrand-Robinson). Let 7,8 : V'V be two parallel substitutions. If there
is p: V"' SV such that yo = 8o p, then v, have an equalizer.

Sketch. Recall that the pair v,0 can be regarded as a unification problem:
(v(x) = 6(x))xev

If it is solvable, then the Herbrand-Robinson theorem states that it has a most general
solution u : V" — V', i.e. you = dopu, and any other solution can be obtained by substitution
from p. If V" is chosen without any unused variables (which we can always do), then it also
follows that this mediating substitution is unique, and (V”, i) is an equalizer of v and 6. <«

B.1.1.2 Further structure of Subst.

We recall that Subst is cartesian: its terminal object is the empty set of variables, and the
product of Vi, Vs sets of variables is their disjoint union, written Vy || Vo = {1} x V10 {2} x Vs
here so as to match the notation with the parallel composition as event structures — as events
will serve the role of variables later on.
We will, in particular use later on the corresponding bifunctorial action: if vy : V1 SV,
and 7' : V{ SV, then
00 I 2 [ A g R
(Lx) = ([(L,y)/y |y e V]
(2,x) = AYX2y)/y|y eV

We will use later on the following compatibility between the product and equalizer
structure.
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» Lemma 105. Let v1,72 : V1S Vo, and v, v : Vi SV, with have respectively equalizers
i VoSV, and ' : VESYV].
Then, v1 || 71 and o || v4 have an equalizer p || u'.

Proof. General property of finitely complete categories. |

B.1.2 Definitions and properties of >-labelled event structures

Our X-strategies will incorporate both a causal structure and a term assignment, and
composing them will involve finding an “agreement” between the two compounds, both
in terms of causal dependency (as in the previous section) and term annotations (as in
unification).

We start by enriching the elementary event structures of the previous section with term
annotations.

» Definition 106. A ¥-labelled elementary event structure (X-ees) is a pair g = (q, Aq)
where \q is a labeling function

Aq i (a € laf) = Tmy([alq)

which, to any event a, associates a term that may use events in the causal dependency of a
as variables.
If q is a X-ees, then for any € €'(q) we obtain a substitution

xS
by restriction of A, to x.

» Example 107.(i) The following diagram represents a Y-ees, where the term annotation
is written as a superscript.

C
€0

¥

efl(emel)

(ii) Any ees q can be regarded as a Y-ees by adjoining to it the identity annotation, defined

as A(e) = e for all e € |q]. Whenever we use an ees in a context where a X-ees is expected,
it is understood that it is coerced into a X-ees by adjoining the trivial annotation. This
should not cause any confusion.

We started Section A by introducing a partial order on ees, for which meets provided
the formal basis for interaction of strategies. Likewise here we will later define X-strategies
as certain Y-ees; and their interaction will be computed as greatest lower bounds for the
following partial order.

» Definition 108. Let q,p be two Y-ees. We write q < p iff ¥(q) C €(p), and for all
T € €(q), Ay subsumes \j.

By definition this means that q < p holds between the underlying ees, and that furthermore
term annotations in p are more general than those in p: they can be instantiated further to
match those in q.

» Example 109. (i) For any q = (q,\q) we have q < q (where q is here regarded as the
Y-ees with identity annotation).
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(ii) We have:

C

€0
€0 g(e1)
< € [
e%(f(eoyel))
(iii) We have

c d c d
€5 “ el € el

€ < el

€s R €9

and, by symmetry, the other way around.

From this last example, it appears that < is not a partial order, but merely a preorder
(it is clearly reflexive and transitive). As we will eventually aim to compute interactions
between Y-strategies as greatest lower bounds for <, we need first to restrict the X-ees to a
case where their meet is defined on the nose, rather than up to equivalence — in other words,
finding sufficient conditions for < to be a partial order.

» Definition 110. Let q be a Y-ees. We say that q is idempotent iff for all x € ¢'(q), \j
is idempotent, i.e. Ay o Ag = Ag.

Idempotence implies a certain distinction between events in a Y-ees. Certain events
are to be considered as variables only: those events a invariant under \q, i.e. such that
Aq(a) = a. Other events may be annotated only by terms involved those event-variables, as
if Aq(a) includes as free variable a non-invariant event, we will immediately have a failure of
idempotency. In particular, observe that none of the diagrams pictured in Examples 107 and
109 are idempotent.

Idempotent Y-ees are better behaved with respect to <

» Proposition 111. The preorder < is a partial order on idempotent X-ees.

Proof. Assume that q < @’ and q’ < q. In particular, €(q) = €(q’) so q = q'. We need
to check that they also have the same annotations. Let e € |q|, and = € %(q) such that
e € z. We know that Aj, subsumes A7, so there is yi,; such that A\g = p, o Af,. Likewise, Ay
subsumes Ay, so there is wh, such that Ay = o © Ag. Therefore, Ay = p1, oy, o A7, Hence,

Aq(€)[pz © 1] = Ag(e)

for all e € x. It follows necessarily that for all a € fv(A\q(e)), [,uw oul] = a, 8o p,(a) must be
a variable @’ € z. Since A is idempotent, we have A\q(e)[A\g] = Aq(€), 50 Aq(a) = a. It follows
that Ay (@) = a/. But we also have that Ay(a) € Tmy([alg), so @’ <q a. Symmetrically, a <

a’ as well, hence a = a/. Therefore, p,(a ) = q for all a € fv(Aq(e )) Hence, A\q(e) = A\g/ (e),

thus q = q’. <

Therefore, if two idempotent Y-ees q and p have a meet, it is unique. It remains to see
whether sufficiently many such meets exist to compute the interaction of 3-strategies. Our
first remark in this direction is that idempotent Y-ees may still have no meet.

ey e2 €1 €2
€1 €9 €1 €9
» Example 112. The Y-ees q; = Nf(elﬁ) and qs = i(e% have no meet.
1 2
€3 €3
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Assume they have a meet p. Necessarily, since e{* e5* < q1,q2, p must comprise the
events-with-annotations ej* and e5*. But we also have

(o} (o}
€1 =)

X f(C)K < q1,92
€3

for any constant symbol c. Therefore, p must also include event-with-annotation e4. But ¢
must be an instance of f(e1), f(e2); and must instantiate to f(c) for all constant symbol c.
So t must have the form f(e) for some e € [es], i.e. € € {e1,ea,e3}. Tt is direct to check that
none of those options gives a Y-ees that is below both q; and q- for <.

We now introduce a sufficient condition for a pair of ¥-ees to have a meet. Rather than
aiming for maximal generality, we will simply prove meets exist in a situation covering
interaction of »-strategies.

» Definition 113. Let q and p be two idempotent ¥-ees. We say that they are orthogonal
iff for all e € |q A pl, either A\q(e) = e or Ap(e) =e.

Let g be an idempotent Y-ees. We say that e € || is a g-variable iff A\q(e) = e. For any
e we have that either it is a g-variable, or its labeling is A\q(e) =t € Tmx/([e]q), where in fact
the free variables in ¢ must be g-variables by idempotency — so in particular they cannot
involve e itself. With these conventions in mind, the orthogonality of idempotent q and p
simply states that any e € |q A p| needs to a variable for at least q or p. An event e € |q A p|
may also be a variable for both q and p — in which case we call it a (q, p)-variable.

First of all, we prove the following lemma.

» Lemma 114. For any two orthogonal idempotent ¥-ees q and p, for any x € €(q A p),
the substitutions

Mg Ap s xS
S

have a unique equalizer v, : &’ S,z such that for all e € x a (q, p)-variable, vy(e) = e. This
choice is monotonic: for any x Cy € €(qAP), vy | = vy.

Proof. FEzistence. First, we prove by well-founded induction on —C that for all z € €' (q A p),
there exists ji, : #' — x such that A\§ o, = Aj oy, It is clearly true for » = (. Assume it

is true for x, and take r—c y € €(q A p). Since q and p are orthogonal, we have A\q(e) = e
or A\p(e) = e. Suppose first that it is both. Then, we extend pu, : @’ Sz to py : y' Sy by
setting u,(e) = e (setting y' = 2’ U {e}, assuming w.l.o.g. up to renaming, that e & z');
which still satisfies \Y o ju,, = AJ o 1, as required. Otherwise, exactly one of A\q(e) and
Ap(€) is e. Assume w.l.o.g. that M\q(e) = e and \,(e) = ¢, with t € Tmy([e),). Then, we
extend gy : ¥’ Sz to py 1y Sy by defining pu,(€) = t[p,]. By induction hypothesis we have
A o py(e) = MY o py(e') for any e’ € x, and

Agouy(e) = Agle)lmy]
efuy]
iy (€)
o]
(Ap(€))[ky]
= Aii o py(e),



A. Alcolei, P. Clairambault, M. Hyland and G. Winskel

therefore AY o pu,, = AY o p,,. Since for all x € €(q A p) there is p, : 2’ Sz such that

Ag © Ha = Aj © lg, by Theorem 104, A7 and AJ have an equalizer:

vyt x' S

We prove that v, can w.l.0.g. be assumed to preserve (q, p)-variables. For all z € €(qAp),
v, subsumes p,.. By construction, if e € |[gAp| is a (q, p)-variable), then u,(e) = e. Therefore
vy(e) = e € 2’ is a variable as well. Hence, v, induces an injection of (q, p)-variables into
2’. That means that by renaming we can always get v/, : " S.x such that (q, p)-variables
are included in 2’ and that for all (q, p)-variable e, we have v (e) = e. As obtained from an

/

equalizer by renaming, v/, is still an equalizer, and preserves (q, p)-variables as desired.

€T

Uniqueness. Recall from [Goguen] that if 1 : V" SV’ is an equalizer of 7,8 : V' SV, then
VI = Uftv(u(x) | x € V'},

a failure of that leading easily to a contradiction to the universal property. In our case, that
means that for an equalizer v, : 2/ S,z satisfying the required condition is by necessity such
that =’ is exactly the set of (p, p)-variables of x.

We prove by induction on the well-founded relation —C that for all € €(q A p), for

all e € x, we have v, (e) = ug(e). Take r—C y. Separate two cases as above: if e is a
(q, p)-variable, then by hypothesis we have v,(e) = e. We observe that restricting v, to:

v la g \{e} Sa

we get an equalizer of A7 and AJ. Indeed, any v, : 2" Sz such that A ©7e = Ay ©7a extends

by setting v,(e) = e such that (same reasoning as for existence) Aoy = Ay oy. The
unique factorization preserves e as well by necessity, and restricts to a unique factorization
6 : 2" Sy"\ {e} such that (v, | ) 0§ = ~,. This proves that v, [ z is an equalizer of A}

and A7 which satisfies the required conditions, so by induction hypothesis it is equal to p.

Hence, v, is equal to p, as well. Finally, if e is not a (q, p)-variable, then w.l.0.g. say that
Aq(e) = e and Ap(e) =t € Tmy([e)p). Then, as above, the restriction:

vwle: ySe

yields (by a reasoning completely analogous to the one just above) an equalizer of Agq and Ag
preserving (q, p)-variables. By induction hypothesis, v, | © = v, and the same calculation
as above, the requirement that Ay o v, (e) = A o v (e) then amounts to v, (e) = t[v,], which
shows that v, = u, as required.

The monotonicity follows trivially by construction of p.. |

Before we conclude from this that the meet of orthogonal idempotent >-ees always exist,
we note the following further property of the equalizer in the lemma above.

» Lemma 115. Let q and p be two idempotent orthogonal X-ees, x € € (qAp), and v, : ¥’ S,
their unique equalizer given by Lemma 114. Then,

Vg = Aq OVz = Aj O Vy.
Proof. Direct from the construction of v, in Lemma 114. <

» Lemma 116. Any two orthogonal idempotent 3-ees q and p have a meet. Moreover, it is
idempotent.
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Proof. We set their meet candidate g A p as based on ees q A p, with labeling, for e € |q A p|,

Agap € = Vg €

for any z € %(q A p) such that e € z, and v, : 2’ Sz is the unique equalizer preserving

(q, p)-variables given by Lemma 114 — note that from the monotonicity property, the choice
of z does not matter.

It is a lower bound of q and p: the causal condition is clear, and for all z € €(q A p),
Agap 18 by Lemma 115 subsumed by both Ay and AJ. To prove that it is the greatest lower
bound, take q’ < q,p. For z € €(q’), Ay is subsumed by both A7 and Aj. Therefore there
are yi, Yz : xi:r such that )\f;, = )\g oy = /\,f o 72. But then we calculate:

NoXy = NoXjom
Aqom
Ap 072
Ap 0 A 072
= Aoy
Since v, is an equalizer of A7 and AZ, it follows that there is a (unique) ~ : 252’ such

that Ay, = v, 0. Extending v to 7 : xS in an arbitrary way (by setting e.g. y(e) = e for

! 3 3 xr __ xr /. x 3
any e € z \ 2’), we get a factorization Ag = Agap © 7’5 80 Ag,, subsumes Aq/ as required.

Finally, it is easy to see that it is idempotent from the construction of v, in Lemma 114
(as the variables used in term annotations are only the (q, p)-variables, preserved by v, by
construction). <

Before exploiting this to define Y-strategies and their interactions, we briefly show a few
further constructions and properties of Y-ees.

» Definition 117. Let q,p be X-ees. Then, we define their parallel composition q || p as
having the underlying ees q || p, with the inherited annotation:

Agip(1,a) = Aq(a)[(1,€)/e | e € [alq]
Aqlp(2,0) = Ap(B)[(2,€)/e | e € [bly]

We prove the statement analogous to Lemma 59 in the presence of labeling.

» Lemma 118. Let q1,q2, p1, P2 be idempotent Y-ees, such that qi and p1 are orthogonal,
and qz and py are orthogonal. Then qi || d2 and p1 || p2 are orthogonal as well, and we
have:

(a1 [ 92) A (p1 [ p2) = (@1 Ap1) || (a2 A p2)

Proof. Immediate consequence of Lemma 59 together with Lemma 105. <

B.2 A category of Y-strategies
B.2.1 Definitions and basic properties of X-strategies

We now define Y-strategies. As in Section A, we start by defining uncovered .-strategies
playing on uncovered arenas; and their interactions. In a second stage, we will specialize
them to the covered case.
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» Definition 119. Let A be an uncovered arena. An uncovered X-strategy on A, written
o: A, isaX-ees 0 = (0,)\;) where o : A is an uncovered strategy on A, and we have:
Y-receptivity. For any a~ € |o], \s(a) = a,
Y-courtesy. For any a? € |o|, As(a) € Tmx([a]5).
where aP denoted any event of polarity 0 or +, and:

[al; ={d €lo] | poly(a) =—-&a' <;a}.

The names Y-receptivity and Y-courtesy are there to emphasize an analogy with receptivity
and courtesy (regarding the roles played by those conditions in proofs), and the fact that
they are concerned with term assignments.

» Example 120. The following diagrams represent (uncovered) X-strategies on the displayed
(uncovered) arenas. Each event is displayed following its polarity.
Firstly, we show a covered X-strategy on a covered arena.

©1 [SH
@“17 ©1 1 94 Ps
@%V@l . G‘gz
\4
e5? —, O3

@5f(63,®4)

Secondly, we show an uncovered X-strategy with some neutral events.

O‘;c 01 o4 Ps
A/OQ \ : 02
058(©) 0,"© M

A V-4
(€€ (©)

where ¥ = {c,f, g, h} with c of arity 0, g, h of arity 1, and f of arity 2.
We observe the following immediate consequence of the definition:
» Lemma 121. Let o : A be an (uncovered) strategy. Then, it is idempotent.

Proof. Let x € € (o), and let a € x. If poly(a) = —, then by X-receptivity we have that
Ao (a) = a, and clearly A\, (a)[AZ] = A,(a) = a. If pol,(a) # —, then the free variables of
Ao (a) have all negative polarity. By Y-receptivity again, it follows that A, (a)[A\Z] = A (a),
so AZ is indeed idempotent. <

B.2.2 Interaction

The interaction of Y-strategies is then obtained as described below.

» Proposition 122. Let o : A+ || B and 7 : B+ || C be uncovered strategies, where B is an
arena (7.e. is covered). Then, the interaction ™ ® o is defined as the meet:

TR®o=(c||C)NA]| T)

which always exists, and is idempotent.
Note that for now this only defines the interaction as a Y-ees.

23:47



23:48

The True Concurrency of Herbrand’s Theorem

Proof. Note that in the definition above, C' and A are implicitely coerced into Y-ees by
adjoining them the identity annotation, as explained in Example 107. Furthermore, by
construction those are clearly idempotent.

By Lemma 121, o and 7 are idempotent. Moreover, idempotent Y-ees are by construction
stable under parallel composition, so o || C and A || T are idempotent as well. Finally, they
are orthogonal: if (1,a) € |7 ® o[, then A4)-((1,a)) = (1,a) by construction, and likewise for
(3,c) € |[T®al. If (2,b) € |7 ® o], then (2,b) € |o] and (1,b) € |7|, and since B is covered,

poly1p(2,b) = —polgic(1,b) # 0

Let us say w.l.o.g. that polALHB(Q,b) = —. Then, by ¥-receptivity, A\, (2,0) = (2,0);
hence o || C and A || 7 are orthogonal. By Lemma 116 they must therefore have a meet
T ® o, which furthermore is idempotent. |

Interaction of uncovered X-strategies always yields an uncovered X-strategy.

» Proposition 123. Let o : A+ || B and 7 : B+ || C be uncovered strategies, where B is an
arena (i.e. is covered). Then, T ® o : AL || B® || C is an uncovered Y-strategy.

Proof. We already know that 7 ® o is an uncovered strategy on A+ || B® || C and that T ® o
is an idempotent Y-ees. It remains to check that it is 3-receptive and Y-courteous.

For that; observe from the definition of Args and Lemma 114, the e € |7 ® o such that
Ar@o(€) = e are precisely the (o || C, A || T)-variables (one direction follows from Lemma
114, while the other is straighforward). By 3-receptivity and X-courtesy of o, the (o || C)-
variables are either in C or negative in A+ || B and symmetrically for (A | 7)-variables.
Hence, the (o || C, A || T)-variables are exactly the events negative in AL || BY || C. Tt follows
that 7 ® o is X-receptive, and it follows as well that it is X-courteous by the observation
that for any q a Y-ees, the free variables of term annotations in q are q-variables, hence here
negative events. <

As before, we aim now for a first associative notion of composition for uncovered -
strategies, without hiding. We say that an uncovered X-strategy from A to B (both covered
arenas) is an uncovered Y-strategy o : AL || N° | B. Then we have:

» Proposition 124. Interaction of uncovered Y-strategies is associative.

Proof. The proof follows exactly as for Proposition 69, using Lemma 118 and the associativity
of the greatest lower bound. |

B.2.3 Hiding

In this subsection, we define the hiding operation on uncovered ¥-strategies, and prove a few
lemmas.

» Definition 125. Let o : A be an uncovered Y-strategy on an uncovered arena A. Its
hiding is o, defined as having o, as underlying ees, and A, is the restriction of A, to |o|.

» Lemma 126. For any o : A an uncovered X-strategy on uncovered arena A, oy : A is a
covered X-strategy on covered arena A .

Proof. We need to prove that o is a X-ees (i.e. that for all a € |o}|, we have that
Ao, (a) € Tmx([a],,)), that it is YX-receptive and X-courteous.



A. Alcolei, P. Clairambault, M. Hyland and G. Winskel

By X-receptivity and X-courtesy of o, we have

As(a”) € Tmg([d],)

so in particular, if @ has non-neutral polarity, A,(a) € Tm([a]s, ), hence o is a ¥-ces. Its
Y-receptivity and Y-courtesy are immediate consequences of that of o expressed as above. <«

Given o : AL || B and 7 : B+ || C two covered Y-strategies between covered arenas, this
concludes the definition of 7 ® o.
B.2.4 Associativity

Now, we prove that composition of Y-strategies is associative. As for the plain case in the
previous sections, this relies on the following lemma.

» Lemma 127. Let o : A+ || M° || B and 7 : B+ || N° || C be uncovered Y-strategies, where
A, B,C are covered games. Then,

(Ty®0y), =(T®0),

Proof. By Lemma 76, we know that these two Y-strategies have the same underlying strategy.

To finish the proof, we need to check that for any e € |7, ® o)| C |T ® 0|,

Ar @0, (e) = Araol(e).

The proof is direct by well-founded induction on the order <: go,. If e is negative in
AL || B | C,thenitisa (o || C, A || T)-variable, and its labeling is e in both cases. Otherwise,

w.l.0.g., e is positive for o, and is a (A || 7)-variable. Then, A\,(e) = A5, (e) € Tmx([e];).

Events in [e],

- arein |7; ® 0|, and are strictly lower than e. By induction hypothesis, for

each e’ € [e];, we have A+ oo, (¢') = Argo(e). The required equality follows from Lemma
115. <

» Proposition 128. Composition of covered Y-strategies is associative.

Proof. Same proof as for Proposition 77, using Proposition 124 and Lemma 127. |

B.2.5 Global and local renaming

As before, we start by defining the global renaming operation, defined at first on ¥-ees on an
arena A.

» Definition 129. If A is an arena, we say that q is a Y-ees on A if it is a ¥-ees with the
underlying q an ees on A, i.e. €(q) C € (A).

Then, we define the global renaming operation.

» Definition 130. Let g be a Y-ees on arena A and f : A= A’ be an isomorphism of arenas.

We define f *q the global renaming of q by f as having underlying ees f *q, and labeling:
Ajwa(fa) = Aq(a)lf]

where f: A= A’ is regarded as the obvious substitution.
By definition, it is immediate that f % q is a Y-ees on A.
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As in the case without terms, we prove here compatibility of renaming with the meet
operation.

» Lemma 131. Let q and p be two orthogonal idempotent Y.-ees on arena A, and f: A= A’
be an arena isomorphism. Then f xq and f xp are still orthogonal, and

(f*a)A(f*p)=f*(aAPp)

Proof. We already know by Lemma 81 that the equality holds at the level of the underlying

strategies. From the stability of equalizers by isomorphisms, )\f/ f(q Ap) 18 an equalizer of )\f;f;q
and )\éfp, and preserves (v*q,y*p)-variables. Hence, by Lemma 114, we have the announced
equality. |

B.2.5.1 Local renaming.

To study the effect of the composition of Y-strategies with copycat X-strategies, we extend
to X-strategies the renaming operation.

» Definition 132. Let o : At | B be a covered Y-strategies, and let f : A’ = A and
g : B = B’ be two isomorphisms of arenas. Then, we define g-o - f to be (f~1 | g) xo.
By definition, it is immediate that g-o - [ : At || B" is a X-strategy.

As for plain strategies, this defines actions of isomorphisms of games onto Y-strategies.

» Lemma 133. For o : A{ || By a covered X-strategy and fy : A1 = Ao, fo : Ay = As, gy :
By = B, go : Bo = B3 isomorphisms of arenas, we have:

idp, -o-ida, = o
92-(91-0) = (92091)0
(0 -fi) - fa = o-(f20f1)
Proof. Direct from Lemma 84 and the definition of renamings. |

B.2.6 Composition with copycat strategies

The first step is to define copycat Y-strategies.

» Definition 134. Let f: A = B be an isomorphism of arenas. Then, we turn the strategy
@y : AL || B into a S-strategy by equipping it with the following labeling.

Aey(La)") = (La)

A ((2,0)7) = (2,0)

Aey(La)T) = (2,fa)
Ay (2, fa)") = (La)

» Lemma 135. For any isorphism of arenas f : A= B, we have «y : At || B a S-strategy.

Proof. By Proposition 66, we observe that negative events of @4 are labeled by themselves,
and positive events by their unique immediate dependency on the other side — X-receptivity
and Y-courtesy follow. |

Finally, we relate renamings with compositions by Y-strategies.
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» Lemma 136. Let o : AL || B be a covered X-strategy, and g : B = B', f : A= A’ be
isomorphisms. Then,

c, 0o = g0

o-f

o0

Proof. We only prove the first one, the other one being symmetric. By Lemma 85, we
know that the underlying strategies are the same, we only have to check that they share
the same labelings. Let e € |¢; ® o|. In particular, e € ¢, ® o|. If e is negative, then its
labeling is forced in both cases by Y-receptivity. If e is positive, then there are two cases. If
e=(3,9b) € |&; ® o, then:

Aeyee((3,90) = (Al Ae,)B3,90)[Ae,00]
= Aeeo((2,0))
= (A I B)((2:0)[Ac,00]
= (Ao | B/)((27b))[(f4 [ )‘azg)][)‘a:g(@a]
(Ao 1 B2, 0)[(A ]l Ae,)]

where the first and third equalities hold by virtue of Lemma 115. For the fourth one, remark
that (A, || B')((2,b)) has for free variables negative events in A+ || B. Hence, after further
subtitution by A || A, , the free variables are negative in A+ || B® || B’, and therefore
invariant under )\mg®a.

From the above, unfolding the definitions, it follows that:

Ae,00((2,90)) = Ao ((2,90))[(2,90')/(2,0)]

which is what we needed to prove. The last case, where e = (1, a) positive, is similar but
slightly easier. <

For A a covered arena, write @4 = @q, : AL || A for the copycat Y-strategy on A. From
all of the above, we imemdiately deduce:

» Corollary 137. There is a category -Det with covered arenas as objects, %-strategies
o : At || B as morphisms from A to B, and the ¥-strategies «a : A || A as identities.

Proof. We know that composition is associative by Proposition 128. Finally, for o : A* || B,
we have @ ® ¢ = idg - 0 = o where the first equality follows from Lemma 136, and the
second by definition. Likewise 0 ® @4 = o, and we have a category. <

In the next subsection, we continue and finish the construction of the category of -
strategies by developping its compact closed structure.

B.3 Compact closed structure

In this subsection, we investigate the further structure of ¥-Det, and we show that akin to
Det, it is compact closed.
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B.3.1 Symmetric monoidal structure

B.3.1.1 Tensor.
First of all, we extend the tensor of Det to a bifunctor:
— ® — : 2-Det x 3-Det — X-Det

As Det and Y-Det have the same objects, there is no need to redefine ® on objects. We
start by defining its bifunctorial action.

» Definition 138. Let o : A7 || By and o5 : A3 || By be strategies. We define:
o1®0y =7 (01| 02): (A1 ® A)" || (B1 ® By)
with v : (A{ || B1) || (A3 || B2) — (Af || A3) || (By || B2) the obvious isomorphism.

It is obvious from the definition that this yields a ¥-strategy. First, we check that it
preserves the identities.

» Lemma 139. Let A, B be arenas. Then, cagp = ©a ® @p.

Proof. This holds for the underlying strategies by Lemma 89. To establish that the term
labeling coincide, we need to check that positive events in @4 ® @p are labeled by their
immediate predecessor on the other side, which is direct. |

We prove bifunctoriality.
» Proposition 140. Let oy : A || By,09: Ay || Ba, 71 : Bi || C1 and 79 : By~ || Ca. Then,
(T1001)®(T2002) = (T1®T2) © (01 ®0o32)

Proof. The proof, done equationally at the level of interactions, is the same as for Proposition
90; first unfolding definitions, by Lemma 131, then Lemma 118. The desired statement on
composition follows immediately by hiding. |

B.3.1.2 Symmetric monoidal structure.

We perform as in the case without terms — we have introduced the same technology: copycat
Y-strategies, along with Lemma 136 that allows us to relate renaming of ¥-strategies with
composition by copycat strategies. As before the structural isomorphisms for the symmetric
monoidal closed structure are all copycat Y-strategies, and their coherence and naturality all
follow directly from Lemma 136. The proofs are the same.

We finished the proof of:

» Proposition 141. The tuple (X-Det, ®,1) is a symmetric monoidal category.

B.3.2 Compact closure

Finally, we show that just as Det, 3-Det is compact closed. First we define the unit and
co-unit.

» Definition 142. Let A be an arena. Then we have two Y-strategies:
matlh (At @A) ea:(AmAb)t||1

defined as renamings of @4 : A+ || A.
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We can finally state and prove the main result of this section.

» Proposition 143. The category »-Det is compact closed.

Proof. We only have to check the two equations for duals in a compact closed category, i.e.
for any arena A, we have:

€A = AO(a®aa)0ay’y, , 0 (@a®na)opy
Car = parO(€ar ©ea) Oapr g4 ©(Ma® @) O AL

We focus on the first, as the two equations are similar. By repeated applications of
Lemma 127, the right hand side of the equation is equal to

Aa®(a® @a)® aZ}AL7A ® (€A ®na) ®pyl)y

The underlying strategies are all copycat strategies. As observed in the proof of Proposition
95, the configurations of the corresponding interaction have the form below:
SN N TN
il (z2 1) (23 Il (za I2s)) I ((we I @7) I @s) I (1 1 @) I @10

\/ S~ S S \/

We need to prove that the labeling of the compound X-strategy coincides with copycat,
i.e. that each positive event is labeled by its unique negative immediate predecessor on the
other side. We prove this using Lemma 115 repeatedly. Take afo € x19 above. By Lemma
115, its labeling must be the same as that of a) € x9. By Lemma 115 again, its labeling
must be the same as that of a§ — and so on and so forth, until we reach a; € z1, which is a
variable. The case of aj € z is similar. <

This concludes the construction of the compact closed category 3-Det, which will perform
the heavy lifting in our model construction, and the bulk of the witness extraction when
interpreting classical proofs. Next, we adjoin it with winning conditions and prove that we
get a x-autonomous category.

B.4 Further structure of X-Det

Now, we lift to X-Det the further structure introduced in Section A.6.

B.4.1 Order-enrichment

As for Section A.6.1, we first prove that 3-Det is an order-enriched category. The order
between X-strategies will simply be the order < from Definition 108, which was used to
define (as greatest lower bounds) the interaction of Y-strategies.

First of all, we characterise < on X-strategies.

» Lemma 144. Let o, 7 : A be X-strategies on A. Then, o < 7 iff o < 7, and for all a € |o|,
Ao (@) = Ar(a).

Proof. If. Obvious.

Only if. We know that o < 7. Take a € x € ¥ (o). By definition, we know that A%
subsumes \%Z. Hence, there is v : z Sz such that A2 = A\Z o~. For a~ € x, this entails that
v(a) = a. But for a™ € x, variables in \%(a) are negative, hence A% (a)[y] = A\%(a), therefore
Ao (@) = Ar(a) as required. <
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» Proposition 145. ¥-Det is an order-enriched category: for arenas A and B, ¥-Det(A, B) is
the partial order of X-strategies from A to B, ordered by <.

Proof. We know by Proposition 111 that < is a partial order on idempotent Y-ees, so it is
in particular a partial order on X-strategies.

We first make a few observations, that are easy to check: the partial order < is preserved
(on idempotent X-ees) by parallel composition of Y-ees, and by renaming of 3-ees on arena
A through an iso f : A= A’. From that, it follows that the tensor of X-strategies preserves
<. Finally, as the interaction of ¥X-strategies is a meet for <, it clearly preserves <. Finally,
it is clearly preserved by hiding as well, hence by composition. |

As observed before, this order-enrichment will only play a minor role in the development,
when we will study in what restricted sense cut elimination is preserved by our interpretation.

B.4.2 Substitution

Since Y-strategies carry terms, these terms may have some additional free variables that we
may wish to substitute. As we expect in such situations, >-strategies may be organized as
an indexed category on top of the category of substitutions.

» Definition 146. If V is a (finite) set of free variables we define the compact closed category
Y.-Det(V) to be simply (X & V)-Det.

In other terms, the X-strategies in ¥-Det(V) may use in their term labeling not only
terms in signature X, but also potentially using free variables in V.

In this section, the main operation we are interested in is the substitution operation on
Y-strategies. We define it first on X-ees.

» Definition 147. Let q be a (X & Vy)-ees on arena A, and v : V; SV, be a substitution.
Then, we define q[7y] as having same components as q, except for

Aq) (@) = Aq(a)[]
for a € |q|. It is clear that this yields a (X & V;)-ees on arena A.
From that definition, it follows that:

» Lemma 148. Let o : A be a (X WVy)-strategy, and v : V1 S Vs be a substitution. Then,
o[y] us a (X WVy)-strategy on arena A.

Proof. We only need to check X-receptivity and X-courtesy. For X-receptivity, take a= € |o]|.
We know that A, (a) = a, so in particular without variables in V5. Therefore, Ay[4)(a) = a as
well as required.

For X-courtesy, take at € |o|. We have \y(a) € Tmyuy,([a];) = Tmx([a]; & V2) by
Y-courtesy (we use, here, the implicit assumption that sets of free variables are always
disjoint from the sets of events in a game — this can be easily ensured w.l.0.g.). Therefore,
Ao (a)[7] € Tmy([a]l, WV1) as required. <

We wish to prove that substitution extends into a strict compact closed functor. Of all
our proof obligations for that, only the preservation of composition is non-trivial — this relies
on the lemma below.

» Lemma 149. Let q,p be orthogonal idempotent (X W Vy)-ees on arena A. Then,

(@I Aph]) = (@Ap)[]
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Proof. First, q[y] and p[y] are still idempotent and orthogonal: the p-variables and p[v]-

variables are the same. Let 2 € ¥(q A p). Recall that A%, is defined as the equalizer:

qAp
z
/\z Aq
) lanp —\
— €T
~7
x
)\p

with the proviso that it is then considered as a substitution from x to x — here 2’ C =

contains events that actually appear in terms, to ensure the equalizer universal property.

This equalizer is computed in Substsuy,.
Our first observation is that Substywy, can be presented as the sub-category of Substs
with objects all V || V, for V any (finite) set of variables, and morphisms those of the form

() = V[ VoSV || Ve

where the expression above refers to the cartesian structure of Substy. The equalizer above
in Substswy, defining A\g,,, corresponds accordingly to an equalizer in Substy (though we
only get by hypothesis the equalizer universal property w.r.t. the subcategory described
above, it follows from an elementary reasoning using the cartesian structure that it holds in
fact for Substy):

<)\ 7T2>
q/\p’ m2) E—

2 V) v,y x|V
<)\p’7r2>

We then consider the diagram below.

(AG,m2)
) 2 —
L v, T | W

7 H Yo )
o SRS I

AL (anp)[vy

$/||V*> ||V1 ___z[Wn
Ao m2)

Observing that Ag., = Ag o (z || v) by definition, it is clear that this diagram commutes.
Through a general reasoning using the cartesian structure, it follows as well that all squares
are pullbacks. Therefore, the bottom part of the diagram is an equalizer in Substy. For

3 xr
the same reason as above, this means that )\(q/\p)[ ] is an equalizer of )\q[ ] and )\P[’Y]
Substywy, , concluding the proof. |

From this, we easily obtain:

» Corollary 150. Arenas and X-strategies can be organized into an indexed (order-enriched)
compact closed category, i.e. the definitions above yield a functor

Y -Det(—) : Subst®® — CompClosed

where CompClosed is the category of (order-enriched) compact closed categories and (order-
preserving) strict compact closed functors.
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Proof. First, we prove that substitution preserves composition. Take o : A+ || B and
T : B1 || C be (LW Vy)-strategies, and v : V1 V5. By Lemma 149 (and using that regarding
an arena A as a trivial (X W Vs)-ees we have A[y] = A as each event is labeled by itself):

(r@o)hl=(rhl) ® (@[]

Hence, the same holds after hiding and substitution preserves composition.

It is immediate by definition that substitution preserves the tensor of strategies. Finally, it
preserves all copycat strategies, as those have no variables from Vs in their term annotations.
So overall, we have proved that there is a strict compact closed identity-on-objects functor:

—[v] : £-Det(Vz) — 3-Det(Vy)

Finally, it is obvious by definition that this assignment of such functors to substitutions
is itself functorial, yielding an indexed structure as announced. <

B.4.3 Functorial shifts

We now lift the functorial shifts of Section A.6.2 to X-strategies. As the category ¥-Det has
the same objects as Det (namely, arenas), there is nothing to add to the definition of shifts
on arenas of Section A.6.2; we only need to define the functorial action of 1, ] and check that
this indeed defines functors.

There is, however, an important distinction with respect to the shifts in Det: the shifts
are eventually intended to give an interpretation for quantifiers. In particular, they are
binders. Now that our strategies carry terms, this binding operation should become visible.
Hence, we will annotate shifts with a variable they bind, and we expect them to be functors:

, 4 X-Det(VW{x}) = X-Det(V)
Vx V,x
We give the definition below.

» Lemma 151. Let o : AL || B be a (S WV W {x})-strategy. Then, we define 1y, o to have
underlying strategy 1o, and labeling:

My,o((2,0) = (2,0)
My o((1,0) = (2,0)
My,ole) = As(e)l(2,0)/x] (ife €A | B|)

Then, Ty, o is a (X WV)-strategy. Likewise, |y, , o, defined dually, is a (X&) V)-strategy.

Proof. By definition, term labelings in 1, , o only involve free variables in X & ). All the
required conditions (X-ees, Y-receptivity, X-courtesy) follow from the definition and the
observation that (2, e) is minimal in 1 o. <

With that, we prove:
» Proposition 152. The operations

, 4 E-Det(V W {x}) = Z-Det(V)
Vx V,x

yield order-enriched functors.



A. Alcolei, P. Clairambault, M. Hyland and G. Winskel

Proof. It is direct to check that 1, ,, |, , preserve <. We already know from Proposition 99
that 1y, ., ]y« preserve copycat at the causal level; and it is clear by definition that the new
positive event is as needed labelled by its negative counterpart. Since the labeling in copycat
does not involve x, the substitution in the definition of 1, , @a has no effect.

Let us now check that 1y, , preserves composition. By Proposition 99, for o : At | B
and 7 : Bt || C, we already know that 1(7 ® o) =17 ® 1o (without the term annotations).
We need to show that they also share the same term annotations. For that, we need to
characterise the term annotation of events e € 1y, , 7 ® 1, , . First, we observe:

AMy,roty,o(3:0) = My, ror,, o(2,0)
= My, rehy, o(1,0)
= (39
which is direct by definition of the functorial action of 1, , and Lemma 115.
Now, we prove by well-founded induction on <,g, that for all e € |7 ® o,

My @ty o (€) = Ares(€)[(3, 0)/x]

If e is in A, C and is negative for A+ || C, then it is clear as in both cases, e is labeled
by itself. Otherwise e is positive for o or for 7, w.l.o.g. say for 0. Then, we can reason
equationally (as usual, leaving some renamings implicit):

)\Tv,X Ty O (e) = s (e) P‘TV,X TOTY U}
Ao (€)[Arasl((3;9)/X]
= Arao(€)[(3,0)/%]

where we use Lemma 115 for the first and third equations, and the second is by induction
hypothesis — this exploits that e is assumed positive for o, so that the free variables in A4 (e)
are strictly below e for <,g, by X-courtesy of o.

This concludes the proof that 1y, , preserves composition, and hence that it is an order-
enriched functor. The reasoning for |, , is entirely symmetric. |

B.4.4 Introduction of shifts

Now that we have an indexed compact closed category with shifts being functors between
fibres, it is natural to ask whether this data forms — as one would expect — an adjunction.
We will see here that it is not the case. However, while investigating this structure we will
introduce constructions that will serve later in defining the interpretation of introduction
rules for quantifiers.

B.4.4.1 Introduction of positive shift.

We first define a basic ¥-strategy introducing a term on a positive shift on the right, and
then playing as copycat.

» Proposition 153. Let A be an arena, and ¢t € Tmy (V). We define a tuple (|JA* || | 4], <z,
, Azt ), where <g¢ includes <,, plus dependencies:

{((2,0),(2,a)) |a € AFU{((2,0),(1,a)) | Fag € A, ag <a a}

and term assignment A, , plus Az ((2,0)) = t.
This is a (¥ W V)-strategy 34 : AL || | A.
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Proof. This follows from elementary verifications, observing that the dependencies given are
a partial order with immediate causality relation that of @4 with, additionally, (2,e) — (2,a)
for a € A minimal in A. |

As the reader might guess, the notation 3% for this construction comes from the fact
that it will serve as the semantic construction corresponding to the introduction rule for the
existential quantifier.

B.4.4.2 Introduction of negative shift.

Symmetrically, we now introduce the semantic construction that will match introduction of
the universal quantifier.

» Proposition 154. Let o be a (¥ &V W {x})-strategy on A+ || B. We define a tuple
(lolw{(2,0)}, <wx ., Au ) where

<w% (o) = Se U {((2,0),8) | s€tB Vv 3s' <5 s.x € tv(As(s))}
and )‘VIE,B(U)«Q")) = (2,0), and Aax, _ (0)(8) = Ao (5)[(2,0)/x] for s € |o].

A,
Then, W z(o) : A+ || 1B is a (X W V)-strategy. Moreover, the operation W 5(—)
preserves the order < on strategies.

Proof. Again, this follows from elementary verifications. |

Intuitively, VIQ’ (o) waits for the new negative move before playing any event whose
annotation includes x. It might, however, play a positive move on A whose annotation does
not include x. Additionally, in the term annotations, the variable x is changed to refer instead
to the new negative event (2, e) corresponding to the negative shift on the right.

B.4.4.3 Cancellation of introductions.

As a first consistency check, we verify that the two introduction rules given satisfy the
expected equality, corresponding to a cut between a introduction rule for V and 3.

» Lemma 155. Let o : AL || B be a (S WV W {x})-strategy. Then, we have:
(Tp)" © S-Det(wy ) (Vyx(o) =0
where wy « : VW {x} SV is the weakening substitution.

Proof. The verification is direct. The synchronization between the two shifts is minimal in
the interaction, and causes a renaming of e to x. After it is played, we get an interaction
between o and copycat on B. <

In fact, to the trained eye this looks like a part of an adjunction, expected from categorical
logic:

E—Det(w\;,x)
V-Det T L Vw{x}-Det
Ty

But unfortunately, this does not hold. In fact, the operation of Proposition 154, which one
would expect to be a natural bijection, is neither a bijection not natural. The counter-example
for both aspects is the same, given below.
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» Example 156. Consider o : T; 1—+= 15731 and 7 : T, 13 1—=1, 1 two X-strategies (we
use o : A—=B as an alternative notation for o : A+ || B):

T1—F"Ty 131 T2T31*T$T41
O2 ©4
evg @@44/
2
\4
aprt &5
where we omit the annotation of negative events, forced by X-receptivity.
Note that 7 = YT} 1 1)1(®3 — @5). On the other hand, 7 © o0 = 64 — &7, which
cannot be of the form VI3 ; ; — this construction would put no causal link from ©4 to &1,
since ¢ does not involve the variable x.

The intuition behind this failure is that W’y 5 only introduces causal links that follow
occurrences of a variable x. However, after composition, we may end up with X-strategies
that are not minimal, i.e. they have immediate causal links not reflecting directly a syntactic
dependency. In other words, in order to get an adjunction as one would expect, only the
term information would have to be retained — but our interpretation remembers more.

Despite this failure, we can nonetheless prove the following.

» Proposition 157. For 7 : B+ || C a (YW VW {x})-strategy and o : AL || B a (Xw))-strategy,
then we have:

Be(T) O 0 S (T O o).

Proof. From Lemma 155 it follows that the two X-strategies have the same residual after
the minimal shift. Hence, they can only differ on which events can depend on the initial shift.
If an event depends on the shift in the right hand side, then its labeling contains x, and so it
must depend on the shift on the left hand side as well. From that observation the inequality
follows. |

In fact, though we are not going to use it, it turns out that we have a lax 2-adjunction
¥-Det(wy x) 7 Ty, — this follows from Lemma 155, Proposition 157, and the observation
that V% 4 4((F4)F) = @ 4 for all A,x.

B.4.5 Countable tensor power

In this section, we lift to -Det the countable tensor powers from Section A.6.3. As above,
since Det and Y-Det share the same objects, we only need to define the functorial action and
to prove functoriality.

» Definition 158. Let o : A+ || B be a Y-strategy. Then, as in Definition 100 we define
g =7* (o) (lo A | (o B)

where v ||, (A+ || B) 2 (Jlo 4A)* || (Jlo B) is the obvious isomorphism, and using the
renaming operation of Definition 130.

By definition, ®“ o is a X-strategy. Finally, we have:

» Proposition 159. The operation above yields an order-enriched functor:
®“ : 3-Det — ¥-Det

Proof. Direct adaptation of Lemma 139 and Proposition 140. |
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C  Winning X -strategies

Now, we enrich our arenas with winning conditions, explaining when a Y-strategy is winning.
First, we will give a few preliminaries on infinite formulas; useful in defining the winning
conditions. Then we will construct the games with winning proper.

C.1 Preliminaries on infinite formulas

We start with a few definitions. We assume define, given a signature ¥ and a set of free
variables V, the set Tmx (V) of terms with free variables in V.

» Definition 160. A literal with free variables in V has the form P(t1,...,t,) or =P (¢1,...,ty),
where P is a n-ary predicate symbol.
We denote the set of literals with free variables in V by Lits()).

In our model construction, there will be a particular focus in infinitary quantifier-free
formulas. We define them formally, and prove a few useful implications and equivalences
below.

» Definition 161. The infinitary quantifier-free formula with variables in V are given
by the grammar below.

o, = Plty,... ty) | P, ... tn) (€ Lits(V))
LT /\ie[ vi | Vielwi
where [ is any at most countable set.
We write QF3y (V) for the set of infinitary quantifier-free formulas on set of variables V.

We write QFs (V) for the corresponding set of finite formulas, where all disjunctions and
conjunctions are finite.

Let us recall quickly their formal Tarskian semantics. If V is a set of free variables, a
V-valuation is a function

p:Lits(V) = {L, T}

assigning a value to any literal in a way compatible with negation, i.e. p(—=P(t1,...,t,)) =
=p(P(t1,. .. tn))-

» Definition 162. If ¢ € QF5(V) and p is a V-valuation, then we define (), the evaluation
of ¢ following the Tarskian semantics:

(T = T
(L) = L
(P(ti,....tn))p = p(P(t1,...,tn))
qﬁp(tl,...,tn)[)p = p(ﬁP(t%,...,tn)?
(N oily = ifforalli eI, (pi), =T

otherwise
if for some i € I, (@), =T
otherwise

( VieI wi)p =

Using that we can define tautologies:

» Definition 163. Let ¢ € QF5' (V) be a (potentially) infinite quantifier-free formula. We
say that ¢ is a tautology iff for all V-valuation p, we have (¢)), = T.
We write = ¢ to indicate that ¢ is a tautology.



A. Alcolei, P. Clairambault, M. Hyland and G. Winskel

Finally, we consider defined the negation operation on quantifier-free formulas, which to
any ¢ € QFY (V) associates p € QFY (V) by induction of formulas, using De Morgan laws,
and P(ty,...,t,)" = =P(t1,...,t,) and (=P(t1,...,t,))* = P(t,...,t,) on literals.

C.2 Games and winning >-strategies

From now on, as we approach our objective of modeling logic with those games, we will use
intercheangably 3/+ and V/— for the polarities and Jloise/Player and Vbélard/Opponent for
the two players.

From now on, all the strategies we consider will be Y-strategies, 7.e. associated with
terms. Therefore, to alleviate notations and terminology, we might refer to them simply as
strategies — if we mean to say that a strategy has no term assignment and only the causal
structure, we will say so explicitely. Likewise, we will drop the bold font o : A that was
useful to emphasize the distinction between strategies and -strategies, and only refer to
>-strategies as o : A.

C.2.1 Games and strategies

C.2.1.1 Games.

We give the definition of games, and illustrate it with an example.

» Definition 164. A game A is an arena A along with a function:
Wa:(ze € (A) - QFy (z)

Intuitively, moves of an arena correspond to, depending on their polarity, either an
existential or universal quantifier. Hence, a configuration of the arena informs a set of
quantifiers which have been visited. It may unlock quantifier-free remnants of the formulas,
which are then displayed by W 4. Note that we use the events of the game themselves as free
variables.

» Example 165. Consider the formula DF (for the “Drinker formula”):
IxVy—P(x) V P(y)
As we will see later, it will be interpreted by a game, comprising an arena

3 ... 3,
v1 vn

along with some winning conditions.

The winning function associates the empty configuration with the formula | since we are
waiting for Vbélard’s input. Similarly, for any ¢ € N, {3;} is associated with T as now we
are waiting for Vbélard’s input. A configuration {3;,V;}, where both players have played, is
associated to the quantifier-free formula —=P(3;) V P(V;), a copy of the quantifier-free part of
the original formula where variables have been replaced by the corresponding moves in the
game.

But the arena comprises countably many copies of V,3 — we give below a few more cases
for the winning conditions:

Wiprp({3s, V3,36, V6}) = (=P(33) Vv P(V3))V

Wiprp({33:V3,36}) = (=P(33) VP(V3) VT
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In general, the winning conditions associate to a configuration a V-expansion of the
original formula where variables have been replaced by the moves of the game matching the
copy of the quantifier.

Of course, all of that will be made formal later on with the definition of the interpretation
of arbitrary formulas of first-order logic as games.

C.2.1.2 Winning X -strategies.

If A is a game, we give the definition of what it means for a Y-strategy o : A to be winning,
and illustrate it with examples.

» Definition 166. If o : A is a X-strategy and x € ¥°°(0), we say that x is tautological in
o if the formula

Wa(z)[A]

corresponding to the substitution of Wa(z) € QFsY(x) by A, : # = Tmyx(z), is a (possibly
infinite) tautology.

A Y-strategy o : A is winning if any z € ¥°°(o0) that is 3-maximal (i.e. z € €°(0)
such that for all a € |o| with x U {a} € (o), pol(a) = V) is tautological. We write then
o: A

» Example 167. For some constant symbol ¢ € ¥, the following diagram denotes a X-strategy
on the arena for DF outlined in Example 165.

c 24!

T

VAL AL V1 Vn

1 n

Moreover, this Y-strategy is winning: its 3-maximal configurations are:
Wpr({F:1DIA] = T
Wpr({31,V1, 32N (=P(c)VP(V1)) VT
Wpr({31,V1,32, V2 })[A] (=P(c) VP(V1)) vV (=P(V1) V P(V2))

which are all tautologies.

C.2.2 Constructions on games

In the presence of winning conditions, the parallel composition operation on arenas used in
Sections A and B as the operation on objects yielding the symmetric monoidal structure will
split here into two distinct constructions, the tensor and the par.

» Definition 168. Let A and B be games. Their tensor A ® B and their par A% 5 have
both A || B as underlying arena, and winning conditions, for x4 || xp € €<(A || B):

Wags(za || xp) = Walza) NWs(zp)
Wazns(za || z) = Walza)VWs(zp)

Note that in both cases, we use here the syntactic constructions V and A on formulas.
The winning conditions yield uninterpreted syntactic objects. Note also that there is an
implicit renaming going on there: in W4 (xz4) A Wg(xp) the free variables are in x4 Uz,
whereas we need them to be in 24 || x5, with the tagged union — we keep such renamings
implicit most of the time in the sequel.

Likewise, we extend the notion of the dual of a game in the presence of winning conditions.
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» Definition 169. Let A be a game. We define its dual, A", as having arena AL and as
winning conditions, for x € ¥ (A1),

Was(x) = Wala)*t
Note that this definition yields the expected duality between the tensor and the par.

» Lemma 170. For any games A and B, we have:

(Ao Bt = At Bt
(ARB)*: = AlteBt

Proof. Straightforward by definition and the De Morgan laws on formulas. <

C.3 x-autonomous structure

In this subsection, we prove that we have a symmetric linearly distributive category with
negation — or equivalently, a x-autonomous category.

C.3.1 A category of winning X-strategies

First of all, we need to define winning Y-strategies from a game A to another.

» Definition 171. Let A and B be games. A winning >-strategy from A to B is a
winning Y-strategy o : A+ % B.
We also write o : A—=B.

First of all, we give snecessary conditions for copycat strategies to be winning.

» Lemma 172. Let A, B be two games, and f : A= B be an isomorphism of arenas. Assume
moreover that f preserves winning, in the sense that for all x € €(A), we have

= Walz) = Wa(fz)[f ]

(we then write f : A — B) where ¢ == 1) is as usual defined as o V 1.
Then, «y: A—=B is a winning X-strategy from A to B.

Proof. Let 24 || xp € €°°(«y) be +-maximal. By +-maximality though, it follows that
xp = fxa. Indeed, if there was e.g. fa € xp with a € x4, then (z4 U {a}) || zp would be
a positive extension of z 4 || zp still in € («y).

Then, we observe that we have:

Warnp(@a || fra) =Walza) = Ws(fza)

To check that x4 || 5 is tautological, we need to check that the substitution of the above
by A, yields a tautology. Recall that A, leaves negative events unchanged, and replaces
positive events with their negative counterpart on the other side. Hence, we have:

Warng(@a || fra)Ae;] = Walza)lfa/ala™ € A
= Ws(fza)la/fal|at € A

Applying the global renaming exchanging a and fa for a= € A (which preserves and
reflects tautological status), we get:

Wa(za) = Wa(fza)lf ']
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a tautology by assumption — in fact, we have proved that preserving winning in the sense
above is a necessary and sufficient so that the corresponding copycat strategy is winning,
though we shall only use the sufficient part in the sequel. |

In particular, it follows from this lemma that for all game A, @4 : A—>.A is a winning
strategy. We now prove that winning strategies are stable under composition.

» Lemma 173. Let o : A—=B and 7 : B—=C be two winning strategies. Then, T®c : A—=C
is still a winning strategy.

Proof. Let 24 || z¢ € €°(7 ® 0) be a +-maximal configuration, and consider its witness
zallzp | zo =lza |0l 2clres € €7(T®0)

We know that x4 || zp € €°°(0) and zp || zc € €°°(7). Unfortunately, these two
configurations might not be +-maximal in the respective strategies. However, consider the
set of all witnesses for x4 || z¢ € (T ® 0), i.e. the set

{za || 25 || 2c € €°(T®0)

partially ordered by inclusion. It has suprema of all chains — as it is stable under unions —
therefore, by Zorn’s lemma, it has a maximal element:

za || 25 || xoc € €F°(T ® 0)

Then, x4 || 5 € €°(0) and 25> | zc € €°°(7) are +-maximal. Indeed, if for
instance x4 || #B** was not +-maximal, it would have a positive extension either in A,
contradicting +-maximality of x4 || ¢ € €*°(7 ©® 0), or in B, which would be matched
by an extension of x5** || xc € €°°(7) by receptivity, contradicting the maximality of
x4 || TH¥ || xc amongst interactions witnessing x4 || zc € €° (T @ 0).

From the fact that o and 7 are winning, we get then:

F Walza) = Wa(@5™))[A]
= Ws(@g™) = Welzo))[A]

Since tautologies are stable under substitution, it follows:

F Walza) = Ws(@g™))[(As | C) 0 Areo]
= Ws(g™) = Welzo) (A Ar) 0 Areo]

(where there is, again, an implicit renaming of the free variables so that the expression
typechecks). However, by Lemma 115, both substitutions are equal to A;gs; therefore, by
transitivity of implication,

E Wal(za) = We(ze)) M reo

but this is the same as Wa(za) = We(zc))[Aros], and hence 7 © o is as required a
winning strategy. <

Overall, we have proved:

» Corollary 174. There is a category X.-Gam of games and winning X-strategies.
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C.3.2 Bifunctors for ® and &%

Here, we prove that the tensor of strategies defined in the previous sections extends to
bifunctorial actions for both tensor and par.

» Lemma 175. For any o : A1—By and 7 : As—=Bs, we have
oRT: A Q@ As—=B1 ® By oBT: AL B Ay—=B1 X By

a winning strategy.

Proof. Let (za, || za,) || (zB, || B,) € €*°(0 ® T) be +-maximal. By definition of o ® 7,
we have

(ajAl || xBl) || (mAz ” sz) € %OO(O— H T)

which is +-maximal as well, i.e. x4, || zp, € €°°(0) and x4, || TB, € €°(T) are +-maximal.
Since o and 7 are winning, it follows that:

): (WA1($A1) = WBl(xBl))[)‘U]
): (WA2($A2) = WBz(sz))[)‘T]

Therefore, we have:

F o Wa(@a,)[Ae] A (Wa, (24,)[A7]))
= (WBI (mBl)[AU] A Wg, (sz)[)‘T])

by monotonicity of A. But that is the same as:

': ((W-Al (xAl) AWa, (xAz)) = (WBI (xBl) AWs, (xB2)))[>‘U®T]

(leaving as usual some renamings implicit) as required.

Likewise, the strategy for o % 7 is the same as for 0 ® 7 (as defined in Section B.3.1), only
typed differently. The proof that o % 7: Ay B As—=B1 % Bs is the same as above, critically
using monotonicity of V instead. <

Since we already know that these operations preserve identities, we have finished con-
structing the bifunctorial action of ® and %

—®— : X-Gam x X-Gam — X-Gam
— % — : ¥-Gam x X-Gam — X-Gam

C.3.3 A symmetric linearly distributive category

We now equip the category 3-Gam, together with the two bifunctors ® and 78, with the
structure of a symmetric linearly distributive category. First, we introduce the necessary
units.

» Definition 176. We define the games 1 and L to share as arena the empty arena, and
with respective winning conditions:

Wl(@) = T
W, 0 = L

With that in place, we state and prove the main result of this subsection.
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» Proposition 177. The category ¥-Gam is a symmetric linearly distributive category.

Proof. All necessary structural strategies are copycat strategies, obtained using Lemma 172
and the observation that the following canonical isomorphisms of arenas all preserve winning,
and so do their inverse.

% A1 - A
24 oA - A
s9s - A®B - BeA
af e (A®B)©C — A®(B&C)
oy AD L - A
A
3 1A - A
kg @ AZB - BB A
Bpe @ AFB)BC — AB(BHC)

That these preserve winning boils down to the fact that they correspond to equivalences
at the propositional level. There is a faithful forgetful functor from X-Gam to X-Det sending
1 and L to 1, both ® and % to ® in the strict sense; and each of the copycat strategies above
to the corresponding structural morphism for the symmetric monoidal structure of ¥-Det.
It follows automatically that they satisfy the required coherence and naturality conditions,
equipping X-Gam with two symmetric monoidal structures (3-Gam, ®, 1) and (3-Gam, %, 1).

Finally, we check that there is a linear distributivity natural transformation. We notice
that the associativity isomorphism of arenas also preserves winning:

QABC: A® (BQS)C) — (A@B)/]?C
which boils down to the fact that for any @1, 02, 3 € QF (V),
F oA (p2Vs) = (p1Ag2) Vs

Note that unlike previously, the inverse of this isomorphism of arenas does not preserve
winning. The coherence [?] and naturality conditions are again direct hrough the strict
monoidal faithful forgetful operation. <

C.3.4 Negation

Finally, we show that this symmetric linearly distributive category has negation. Again, we
will do that by showing that the units and co-units for the compact closed structure of ¥-Det
can be enriched with winning conditions.

» Lemma 178. Let A be any game. Then, the following are winning strategies:
na:l—=At3 A ea: AR At =1

Proof. The proof follows the exact same lines as for Lemma 172. By a direct analysis of
+-maximal configurations and their labelings, the lemma boils down to the fact that for any
formula ¢, the following are tautologies.

E T = ¢'Vp
E ophet = L

Through the same faithful forgetful operation as above, the required equations follow
from the corresponding equations for the compact closure of ¥-Det. |

Together, we have finished the proof of:

» Corollary 179. The category Y-Gam is a symmetric linearly distributive category with
negation, or equivalently [?] a x-autonomous category.
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C.4 Further structure of >X-Gam

First, we observe that just as 3-Det, ¥-Gam is an order-enriched category. There is nothing
to prove: the partial order < on Y-strategies is of course also a partial order on winning
Y-strategies, and we already know that all operations on Y-strategies are compatible with it.

On games and winning Y-strategies we focus on three elements of further structure: first,
we construct a version of our *-autonomous category over each set of free variables V and we
show that this is functorial. Then, we enrich the shifts of Section B.4.3 to a interpretation of
quantifiers, which allow to move between fibres. Finally, we introduce exponential modalities
and prove some of their properties.

C.4.1 Substitution

We show that the constructions of Section B.4.2 extend with winning.

» Definition 180. Let V be a (finite) set of variables. We define the *-autonomous order-
enriched category:

Y-Gam(V) = (X W V)-Gam
and refer to its objects as V-games.

As usual, in such situations, substitution can be used to transport between fibres func-
torially. But unlike in Section B.4.2; substitution now have an action on V-games as well.

» Definition 181. Let v : V; &V, and A be a Va-game. Then the substituted V;-game A[7]
has unchanged arena A, and winning conditions for x € €*°(A):
Wapy () = Walz)] € QF iy, (2)

It is obvious from this definition that substitution commutes with all operations on
V-games, i.e. (—)*,® and 2. Substitution also preserves winning:

» Lemma 182. Let v : V1SV be a substitution, A a Vo-game, and o : A a winning
(2 W Vy)-strategy. Then,

oly] : Al

is a winning (X W Vy)-strategy.

Proof. Let z € ¥°°(0) be F-maximal. Since ¢ is winning,
= Walz)[As]-

Tautologies are stable under substitution, so W4 (x)[A,][7] is a tautology as well. But
that is the same as Wa(x)[7][As},]] as substitution by v does not create variables in z. Hence,
o[v] is winning as required. <

From that plus the developments of Section B.4.2, we get:

» Corollary 183. Games and winning X-strategies can be organized into an indexed order-
enriched) x-autonomous category, i.e. a functor

¥ -Gam(—) : Subst®® — *-Aut
where x-Aut is the category of (order-enriched) x-autonomous categories and (oder-preserving)
strict *-autonomous functors.

Proof. Substitution is defined on games above, and substitution as defined on X-strategies
in Section B.4.2 preserves winning by Lemma 182. All further verifications are obvious or
independent of winning, in which case they follow from Corollary 150. |
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C.4.2 Linear Quantifiers

We enrich with winning the shifts of Sections B.4.3 and B.4.4. This way we will get a notion
of quantifiers, though without the exponentials to come, they will remain linear and will not
support contraction.

C.4.2.1 Functorial quantifiers.

The first step is to add winning to the definition of the shifts.

» Definition 184. For A a (V W {x})-game, the V-game Vx.A and its dual 3x..A have arenas
V.A and 3.A respectively, and:

Waea®) = T Wyea(Vxa) = Walza)le/x]
Waa(®) = L Waea(Fwa) = Wa(ra)le/x]

In other words, on a universal quantifier, Opponent is supposed to start: if he doesn’t,
that is a win for Player regardless of the rest of A. Dually, on an existential quantifier
Player is supposed to provide a witness and loses if he fails to do so. In both cases, once the
initial move has been played, we continue on A with the variable x replaced with the newly
introduced witness e.

Now that this is introduced, we only have to check that all our operations on Y-strategies
involving lift (functorial action, introduction of existential and universal quantifiers) still
typecheck in the presence of winning.

» Lemma 185. Let o : A+ % B be a winning (S WV W {x})-strategy between (VW {x})-games.

Then,
o (Vx. A)T 3 (¥x. B) o (3 A3 (3x.B)
V,x V,x

are winning (XWV)-strategies between V-games. We rename them Yy o and 3y o respectively.

Proof. We only prove the first, the other one being symmetric.
Let x = x4 4 || 24 B € 6°°(Ty 4 0) be +~maximal. If x is empty, then Wiy a)125vx. 8)(0) =
1V T is a tautology. Otherwise, x has the form

z=({ea}Uza) || {ep}Uzp)
with z4 || zp € €°°(0) +-maximal as well. Furthermore, we have

Wivs. A)- 3. B) (T)[At,, o)
= (Walza)[ea/x]VWa(zp)[es/x))[e5/elAs][e5/x]
= (Walza)™ VWa(zp))[A][es/x]

which is a tautology. <

From this along with the developments of Section B.4.3, we immediately get the counter-
part with winning of Proposition 152.

» Proposition 186. The operations
Yyx, Iy x : B-Gam(V W {x}) — E-Gam(V)

yield order-enriched functors.



A. Alcolei, P. Clairambault, M. Hyland and G. Winskel

C.4.2.2 Introduction rules.

Now, we show that the semantic constructions of Section B.4.4 for the introduction of
shifts also extend in the presence of winning conditions, to get semantic counterparts of the
introduction rules for quantifiers.

» Lemma 187. Let A be an arena, and t € Tmx (V). Then,
3 AH[t/x] 3 IxA
is a winning (X W V)-strategy.

Proof. Let x4 || z) 4 € €°°(3) be a +-maximal configuration. As e is minimal in 3%, and by
property of +-maximal configurations of copycat, x necessarily has the form x4 || ({e} Uz 4)
where 24 € €>°(A). It follows by definition of Az, that:

Was (e qmaa(@)[Aze ]
= (Walza)lt/x]" vV Walza)le/x))[t/e]
= (Walza)™ vV Wal(za))lt/¥]
which is a tautology. <
Now, we also prove the semantic correctness of the introduction of the universal quantifier.

» Lemma 188. Let o : Alwy x]= B B be a winning (X @V ¢ {x})-strategy. Then,
VIl g(o) : AL 3 vxB
18 also winning.

Proof. Let x = x4 || 24 p € € (M’ p(0)). We distinguish two cases. If @ € x4 5,z =x4 | 0,
and

W gt (@) My ()] = Walza) Dy )"V T

is a tautology.
Otherwise, z = x4 || {8} Uxzp where x4 || xp € ¥°°(0) is +-maximal, and

WALWXB(%)[AVI;B(J)]
= (Walza)™ v Was(ap)[e/x])[As][e/X]
= (Walza)“[o/x]V Ws(zp)[e/x])[As][¢/x]
= Wy, (@a)™ V Wa(2p)A]le/x]

where the second equality uses that A is a V-game, so that x cannot appear in W (z4). The
formula we obtain is a tautology, since ¢ is winning. <

We now know that these constructions preserve winning. It is important to note that
besides this, we can use with no further proof all laws proved in Sections B.4.3 and B.4.4,
as the data as not changed (we have only learned some further property with respect to
winning).

In particular, we have (again, we note that as an aside, this will not be used) as in Section
B.4.4 that there is a lax 2-adjunction:

3-Gam(wy )
E-Gam(V) 1L 3-Gam(V W {x})
Vv x
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As things stands, this is not an adjunction, as illustrated by Example 156. The quotient
required to make the missing equality hold is not in general respected by composition. We
expect it is respected by composition with interpretations of proofs though, so hope is not
lost — however investigating this is left for future work.

C.4.3 Exponentials

Now, we introduce the final ingredient of the model construction: the exponentials, the
integration of which will allow us to interpret the contraction rule. There will be two
exponentials | and 7, which are dual enrichments with winning of the countable tensor power
of Section A.6.3.

It is worth noting here that unfortunately, those will not satisfy all the laws and equations
expected of models of the Linear Logic exponentials. In an adequate extension of the
presented work with symmetry, we expect we could prove that games of the form ! A are
comonoids and objects of the form 7.4 are monoids. However, with the interpretation in mind
it would not help much, since strategies coming from proofs do not respect these monoid
and comonoid structures, not even in a lax way. Hence our only aim (and proof obligation)
in this section is to define the strategies, show that they are winning, and show that all
operations involved in the interpretation of proofs preserve winning. We do not aim to prove
only equations, only the existence of adequate winning strategies.

The developments of this section are for the most part independent of the signature 3
and the underlying set of variables V, so we will often omit these annotations and speak only
of games, winning strategies etc.

» Definition 189. Let A be a V-game. We define two new V-games ! A and 7.4 with arena
|l A, and winning conditions:

Wia(lliew i) = Niew Wali)
Wea(lliew ©i) = Ve, Walwi)

Note here that those are countable conjunctions and disjunctions, with a component for
every copy index. Formally we get an infinite formula even for finite configurations, those it
is finite if one reasons up to idempotency.

We prove that the action of | and 7 can be extended to strategies.

» Lemma 190. Let 0 : A X B be a winning strategy. Then,
lo: (AL BB 20 (2A)T X8
are also winning, where both are defined as ||“ o (Definition 158).

Proof. Let z = (||; 2%y) || (|l: %) € €°°(|| o) be +-maximal. By definition, we have that for
all i € w, 2 || 25 € €(0) is +-maximal in o. Therefore, (Wa(z%)t V Wg(2%))[A\s] is a tau-
tology. It is then elementary to prove that both W 4y 12315(%)[Ajws] and Wig 4y 12925(2) [« o]
are tautologies as well. <

C.4.3.1 Basic winning strategies.

First of all, we notice that there is always a winning strategy for the weakening.

» Lemma 191. For any A, there is a winning A—=>1.
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Proof. The strategy is simply the minimal one, just closed under receptivity (hence com-
prising the minimal negative events of AL, labeled by themselves). It is clearly winning by
definition of winning on 1. <

We obtain important winning strategies as particular copycat strategies.

» Lemma 192. Let A be a V-game. Then the following isomorphisms of arenas preserve
winning, yielding copycat winning strategies:

A4 - 1A A4 - 1AR!A
(i, 5),a) = (i,(j,a)) (2i,0) — (1,(i,a))
(2i 4+ 1,a) — (2,(i,a))
A®!IB — (A®B) ARIB — (AR B)
(@ a)) = (i (4 a)) (@ a)) = (i (4, a))
NA - 1A
(@, (j,a)) = (@ a))
Proof. Elementary verifications. |

Note in passing that not all of these copycat strategies have an inverse that is winning as
well. At this point, ! satisfies all the data for a linear exponential comonad (we will not prove
any equation — drawing free inspiration from homotopy type theory we might say that it is a
truncated linear exponential comonad, in the sense that we only care about the inhabitation
of certain games, and not about the identity of the inhabitants), and by duality we obtain
similar data for 7, dual to !.

C.4.3.2 Non-copycat winning strategies.

We introduce the final winning strategies used in our model construction. First, we introduce
dereliction. Its behaviour is the same as a copycat strategy, but it does not follow an
isomorphism.

» Lemma 193. For any game A, there is a winning strategy (dereliction):
A—=A

Proof. The causal structure of the strategy is defined through Proposition 61, by setting the
corresponding configuration-strategy to comprise the finite configurations of the form

licw zi [y € € (% Al A)

such that y C 4 xg, and for all i > 0, pol,(z;) C {—}. In other words, the strategy plays like
copycat on the Oth copy, and is only closed under receptivity for all the other copies.

By the same reasoning as in Proposition 66, it follows that the causal history of a positive
move (2,a)" €[|“ A || A comprises (1,(0,a))” €[|“ A || A and the causal history of a
positive move (1, (0,a))" €||“ A || A comprises (2,a)” €||“ A || A — we set as annotations
A((2,a)) = (1,(0,a)) and A((1L, (0,a))*) = (2,0)".

The +-maximal configurations of the strategy have the form

licw i || o-
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From the labeling above, it yields the formula (up to bijective renaming):

(N Wale:))™ v Walzo)

S
which is a tautology. <

Finally, the last winning strategy we construct describes a distribution of the existential
quantifier over the exponential, modulo an infinitary explosion.

» Lemma 194. Let A be a (VW {x})-game. Then, there is a winning (X W V)-strategy:
IxIA—=13xA.

Proof. First, we describe its causal structure via the set of finite configurations, relying on
Proposition 61. Its finite configurations are those of the form

z =4 || (liew y] 4) € C((L1A)T [ 1L A)

such that if there is ¢ € w such that e € xiA, then e € x| 14; and such that

eNE((1A) 14) = (liew #4) || (licw ¥4) € €(@a).

It is a direct verification that this defines a configuration-strategy. Its causal dependency is
(the transitive closure of) that of the game, enriched with the immediate causal dependencies
of @4 plus those of the form (1,e) — (2, (7, e)) for every i € w.

This is lifted to a (X W V)-strategy by setting as labeling that of @ 4, plus (necessarily)
A((1,0)) = (1, e); along with A((2, (i,e))) = (1,e) for all i € w.

It remains to check that it is winning. Its +-maximal configurations are either the empty
set (clearly tautological), plus those of the form:

({0} U (licw 22)) || (llicw {0} U 2y).

By definition of the winning conditions and the labeling, this yields (a bijective renaming
of) the formula

(A Wa@))t v (A Walah)))le/x]

S 1EW

which is a tautology. <

Intuitively, this strategy waits for Opponent to play the existential quantifier on the left.
When it is played, the strategy proceeds to simultaneously forward it to all copies on the
right. It then carries on as copycat. This infinitary explosion appears as a clear source
of infinitary behaviour in our construction. However, it will actually only be used as an
intermediate step, to show that there is a winning contraction strategy on games coming
from the interpretation of formulas. While the contraction strategy can also be used to define
infinite behaviour (as we will see later, the construction is not obvious), it is hard to imagine
a finitary alternative for it without further restriction on the shape of formulas or proofs.

D Interpretation of the sequent calculus

In this final section, we put together all the ingredients of the previous section, and build an
interpretation of a first-order classical sequent calculus using winning concurrent strategies.

First we develop the interpretation of first-order MLL and prove a lax soundness result
with respect to cut elimination, and finally we give the interpretation of unrestricted classical
proofs.
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V-MLL
VT, FY ot A FY T, 0,1, A
F om0 F' T A FY T, 0, A
YT YT, Y, A FY T, 0,0, A
1 —— AT —— ®I vw id 1#
FY 1 YT, L F'T oy, A FYT, B, A

First-order MLL (MLL;)

FYI T o PV T, plt/x]

te Tmx(V
FY T, Vx. ¢ =(V)

Figure 12 Rules for first-order MLL

D.1 Interpretation of first-order MLL
D.1.0.1 First-order MLL.

First of all, we define the formulas of first-order MLL. Let us fix a signature 3.

» Definition 195. The first-order MLL formulas are the terms generated by the grammar

below.
o, u= 1| L P, tn) | P(t1,. .., tn)
[ VX o[ Ix @ le@y By
where P is a predicate symbol of arity n in ¥, and ¢4, ...,t, are (possibly open) first-order

terms in X. If ¢ is a formula, we obtain its free variables as usual. A V-formula is a formula
with free variables in V.

The first-order MLL judgements have the form
FY o1, ... 0n
where for all i € {1,...,n}, ¢; is a V-formula.

In Figure 12, we give the rules for first-order MLL.

D.1.0.2 Interpretation.

We start with the interpretation of formulas. We regard a literal ¢ (i.e. P(t1,...,t,) or
=P(t1,...,t,) with ¢; € Tmy(V)) as a V-game on arena @, with W,,(0) = ¢.

» Definition 196. We define the interpretation function of first-order MLL V-formulas into
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V-games by induction on formulas, as follows:

My =1
[Ltly = L
[Bxely = HX-[[w]]vw{x}
[vxely = Wx[¢lvexg
[P(t1,...,tn)]y = P(t1,...,tn)
[-P(t1,...,tn)]y = -Pt1,...,tn)
ler B2y =[]y B [w2]v
[er@pe]y = [eilv ® 2]y

Then, we give the interpretation of proofs.

» Definition 197. To each proof 7 of - 1, ..., ¢,, we associate a morphism in 3-Gam(V):
[7] : 1—=[a]v B -~ & [ion] v

Ignoring first the rules for quantifiers, the interpretation follows the standard lines of the
interpretation of MLL into a #-autonomous category (relying on Corollary 179). Those are
detailed in Figure 13. The interpretation of quantifier rules is given in Figure 14. (where,
leveraging *-autonomy, we silently convert between 1—=A+ % B and A—=B following the
canonical natural isomorphism).

By definition, this yields, for any proof, a winning strategy in the corresponding game.
Furthermore, the structures we have developped on games yield further properties of the
interpretation.

» Theorem 198. Let ~~ denote the standard cut reduction in first-order MLL. Then, for
two proofs m and my of a sequent FY T, we have

m o~y = [ma] X [m]

Proof. All cut reductions involving only MLL rules are preserved up to equality thanks to
the x-autonomous structure. The cut reduction for an introduction rule for the existential
quantifier against an introduction rule for the universal quantifier is preserved by Lemma
155. Finally, we still have to check the commuting conversions. Commutations of cuts
through MLL rules and the introduction of existential quantifier are preserved up to equality
thanks to the %-autonomy. Finally, commutation of cut with introduction of the universal
quantifier is preserved up to < by Proposition 157. This order is preserved by all operation
on strategies, so the result follows. |

D.2 Interpretation of LK

Finally, we give the interpretation of LK. First we will give the interpretation of formulas, and
prove some important extra properties of games obtained as the interpretation of formulas.
With the help of this structure, we will be able to refine the interpretation of proofs of Section
D.1 so as to support the structural rules of contraction and weakening.
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Figure 13 Interpretation of MLL

™

FYebI T o =V}
VI ———— L ¢ tv(I) re(lm])
T, Vx.
m t
TV 01 [~] o
" FY' T, p[t/x] e Tme)| = It = @[t/x] = Ixep
FY T, 3x. ¢

Figure 14 Interpretation of quantifier rules in first-order MLL



23:76

The True Concurrency of Herbrand’s Theorem

D.2.1 Interpretation of formulas

First of all, we need to adjust the interpretation of formulas. In classical logic, a proof
(Player) may provide several witnesses for an existential quantifier (hence obtaining a
Herbrand disjunction for a lone existential quantifier). By duality, so that we can compose
strategies, so can Opponent. The interpretation of quantifiers needs therefore to be adjusted
to take account of that, by adding the appropriate exponential (truncated) modalities.

» Definition 199. To each ¢ € Forms (V) we associate [¢]y a V-game. The interpretation
function [—]y is defined as in Definition 196 (with ® considered as A, 1 considered as T and
% considered as V) except for the two clauses:

[B3xely = 73x.[@]vwixy [vxely = "% [@]vuixy
From this definition follows the following important property.

» Lemma 200. Formulas coming from the interpretation are perennializable, i.e. for each
¢ € Formx(V), there is a winning (X W V)-strategy:

[elv—=e]v

Proof. This is proved for all V, by induction on formulas.
For units and literals, it is clear (A and V are idempotent up to equivalence).
For ¢ = 1 A @2, we have

o1y @ [p2]v—="Tw1lv @ 2]y —='([e1]v @ [p2]v)

using induction hypothesis, the functorial action of ® and Lemma 192. The reasoning is the
same ¢ = 1 ¥ po.

For ¢ = ¥x1), it follows immediately from Lemma 192.

Finally, the only case remaining, and the most interesting one: if ¢ = 73x1), we use the
following composition.

?3xep—=7Ix Y —=1Ixap—=17Tx1p

composing a strategy obtained from induction hypothesis, the winning strategy of Lemma
194, and the distribution between exponentials of Lemma 192 (along with the functorial
actions of various constructors). <

And from that, we immediately deduce:

» Corollary 201. If ¢ € Formx(V), then [¢]v is a “truncated comonoid” in X-Gam(V), in
the sense that there are winning strategies:

[e]y—=1 [elv—=[elv @ [elv
Proof. The former comes from Lemma 191, while the latter comes from the composition

lely—=ely—="1elv @ Melv—=[¢lv @ [¢]v

using Lemma 200, contraction and dereliction from Lemmas 192 and 193. <
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While, since we do not aim here to prove any equations satisfied by the interpretation, we
do not keep track of the names of all these winning strategies, they are all defined precisely
in the paper. It is informative to look at two concrete examples of the contraction strategy
above:

IVx. 1 —— I¥x.1e!¥x. 1 79x.1 - 73dx.1®73dx.1
(4,Y)

(i,Y) _(4,¥)
(24, H)W R 9)

For contraction on universally quantified variables, contraction works as expected from
standard game semantics, following a bijection between w and w + w. In contrast, for
existential quantifiers, so as to ensure winning one has to propagate the Opponent input
on the left to the two components on the right, reflecting the fact that if an introduction
rule for 3 is cut against a contraction for the dual V, then the introduction rule for 3 will be
duplicated.

D.2.2 Interpretation of proofs

We now conclude by providing an interpretation for all classical proofs. The interpretation
is mostly informed by the interpretation of first-order MLL above plus the strategies for
contraction and weakening of the previous section, however there is a small adjustment
to make to the interpretation of introduction rules for quantifiers as we have changed the
interpretation of the corresponding formulas by adding exponentials.

We state our final result:

» Theorem 202. For all V, there is an interpretation [—]y, which to any ¢ € Formy(V)
associates a V-game []y, and which to any proof = of a LK sequent =Y @1, ..., ¢, associates
a winning strateqy:

lely : 1==[o1]v ¥ - B [en]y

Proof. We modify the interpretation of MLL by adding interpretations for contraction and
weakening, and adjusting the interpretation of introduction rules for quantifiers of Figure 14,
as shown below:

™
YT S I A= i S S o
FY T, o]
o
l_v 1—\ _ 1 [[77]]
|l = I =R p—t=p
FY | RN)
e
- VL (T
" T o | = et D ©
FY T, ¥x. ¢
T t
. FY T, o[t/x] = Tt m o[t /x] —> Ix.p—=7Tx.0
FY T, 3x. ¢ |
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using the (natural) isomorphism between 't —=A4 and 1—+=T' % A, (sometimes dualized)
winning strategies from Corollary 201 and Lemmas 200 and 193. |

As a final illustration, a proof 7 of - Ix¢ where ¢ is quantifier-free yields by interpretation
a winning strategy on ?3x[y]x;. The corresponding arena has w moves, all positive, all
comparable. A Y-strategy in this arena must therefore play any (possibly infinite) subset of
these moves along with annotations by closed terms (as there are no Opponent events to
provide free variables). The winning condition ensures exactly that

V e(A((i,®))

1EW

is a tautology. Unfortunately it might be infinite, but is effectively computable, so one can
always effectively extract a finite Herbrand disjunction from this interpretation.

D.2.3 Non-finiteness of the interpretation

From the infinitary primitives in the interpretation, it is natural to expect the interpretation
to be infinitary. It was surprisingly difficult to find such an example, however one can do so
by revisiting standard pathological examples in the proof theory of classical logic, having
arbitrarily large normal forms.

More precisely, we construct an LK proof of the formula 3x. T whose interpretation is
infinite, despite the fact that there is no move by Vbélard in the game. Besides showing that
the interpretation is infinitary, we also take advantage of the presentation of the example to
detail as much as reasonable the interpretation, so that the interested reader can see it at
play in a non-trivial case.

Our starting point is the following proof:

Ax AXx Ax AX

K Fo, ot F o, ot K Fo, ot F o, ot
w = (;}_50/\9‘7"’9L7‘/’L C"‘PMPMPL/\S&?L
Fonp, ot Fo, ot Apt
Cutr

Fong,ot Aot

This proof is referred to in [8] as a structural dilemma. There are two ways to push the
CuT beyond contraction, as the two proofs interact, and try to duplicate one another. This
is often used as an example of a proof where unrestricted cut reduction does not necessarily
terminate; and which has infinitely large cut-free forms.

In order to construct a proof with an infinite interpretation, we will start with this proof,
with ¢ = Vx. L V 3y. T, which to shorten notations we will just write as V Vv 3.

D.2.3.1 Interpretation of w;.

We detail the interpretation of w;. We start from the axioms on the left branch:
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The indices i, j are the copy indices for the ! and 7 arising from the interpretation of
formulas, and we only display the term annotations for Jloise’s moves. The Y-strategy above
is the copycat X-strategy as defined in Definition 22.

Interpreting the introduction rule for A simply has the effect of tensoring two copies of
copycat together, obtaining:

AX ——— AX
F o, ot Fo,ot || —

FoAp ot ot

Al

vV v 3IH A NWv IH - G AY 3 AY

v W i
Vi 7 Vj
Hk l 7 3j

i.e. again copycat, in accordance with the functoriality of ®.
Now, to interpret contraction, we need to compose with §g,5: (FAY) V (FAY)—=IAY,
where

Syvs : (IV 3 73)—=(IV 3 73)  (IV 39 73)

is the contraction on ¢. Note that this time, make explicit the exponential modalities. Recall
also that this strategy is derived from coyyz : (IV® 73)—=!(IV % 73), which we display
below. To display it best we deviate from the representation below by showing exactly the
correspondence between copy indices and occurrences of | and 7, and we omit the terms,
which are trivial and always correspond with the unique predecessor for Jloise’s events. We
display the X-strategy separating two sub-configurations for clarity; the full Y-strategy is
obtained by taking their union.

P v ? 3 —— ! (I Vv®? T

G )
(G 3). 3

We do not detail the construction of this Y-strategy, but it is easy to get from the
definitions. This Y-strategy coyy3 obviously performs an infinitary duplication, however it
does not show by itself that the interpretation is infinitary, as coyy3 is just an auxiliary
device in the definition of the interpretation, rather than itself the interpretation of a proof.

To get contraction on ¢ from coyy3, we compose it with the derelicted version of
contraction on lp:

(V2 ?73)—=1(IV B 23) @ I(IV B 73)—=(IV B 23) @ (IV X 73)

which we display here:
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(.Y )
0, (i,3) )

/<<i,V> )
(1, (,3) )
(0, G, ¥))

A (,3)
(1, U, V»\

(G

(i+2, (V)

where the final case is just closure under receptivity. Performing the composition, we get the
contraction X-strategy dyy3:

(1 v®?3) + (V3?2 e (V3? 3)

¥ )
(a3 )
)
(i3 )
(W)

AT (,3)

With that in place, we can finally obtain by composition (where we adopt again the
simplified annotation for copy indices, since in this games ! and 7 are again always attached
to quantifiers — we still omit the trivial term annotations):

AX
NI

1 AX 1
e Fo,p

FoAp, ot ot
FoAp, ot
W v 3 ANV I, 3 AV

W~\\\\\\\\\\\\\$
J0,)
w\\\\\\$
.
ka

The second branch of w; is symmetric, so we do not make it explicit. Now, we interpret

C

Vi

the CUT rule and the composition yields [co1] below (again, we omit term annotations which
coincide with the unique predecessor for Jloise’s moves).
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m//’-VZ
k) (1,k)

)

It is interesting to note that although w; has arbitrarily large cut-free forms, the corres-
ponding strategy only plays finitely many Jloise moves for every Vbélard move. However, we
are on the right path to finding a truly infinitary Y-strategy.

D.2.3.2 An infinitary proof.

The next step is to set (with s some unary function symbol):

TR/ L
3y, T, L
w2 = F3y. T,x. L
Fvx. L, dy. T,¥x. L,3x. T
F(vx.LVvIy. T)V(¥x.LVv3Ix.T)

Leaving to the reader the details of the interpretation, we have by design that [ws] is:

v v 3) v (Y v 3)

A v,
ﬁWM///
(3,0
We now use these to compute the interpretation of:
w1 (7))
s = FoAp ot Apt ECAEINACAYE)
Cur
FeAg

The associated composition reveals [ws] to be:

v v 3) AV 3)

HS(VL')
(0,((0,7),0)) (0,((0,7),0))

v
55(%) — \\\\$?po

(0,((1,5),0))

23:81



23:82

The True Concurrency of Herbrand’s Theorem

We are almost there. It suffices now to note that ws provides a proof of
(X T = HTHIA(X.T = K. T)

These two implications can be composed by cutting s against the proof wy or (I =
I A (3= 3) = (3= 3I) performing the composition:

AX —— Ax ——
Vv, 3 Vv, 3
Al Ax
AI}—V,EI/\V,EI Fv,3
wy = FV,3AV,IAV,3

X
FIAVY,IAY, Y
FAAY)VAAY),IVY

with interpretation:

@G AYV 3AY , 3V V
v; v, A

Ge——E g ey

Write ws for the proof of Ix. T VVy. L obtained by cutting ws and w, in the obvious way.
The interpretation of ws is the composition of [ws] and [c4], which triggers the feedback
loop causing the infiniteness phenomenon. We display below the corresponding interaction.
For the “synchronised” part of formulas, we will use 0 for components resulting from matching
dual quantifiers, and || for components resulting for matching dual propositional connectives.
We write o for synchronized events (i.e. of neutral polarity), and omit copy indices, which
get very unwieldy. For readability, we also annotate the immediate causal links with the
sub-proof that they originate from, i.e. ws or wy.

OV(
—~

B s(y) T 5 s(Y)

T s(Y) T Tiags(v)
SSEMETT T (s(v))
T s(s(V)) T gs(s(v))
o8 (W) & T ()
T ) TFB o (y))
4 T

Therefore, after hiding, Jloise responds to an initial Vbélard move V by playing simultan-
eously all 3" ) for n > 1. Finally, cutting ws against a proof of 3x. T playing a constant
symbol 0, we get a proof wg of - Ix. T whose interpretation plays simultaneously all 35" (©)
for n > 1.

E Compactness

Restricting any winning Y-strategy o : [¢] to [¢]> (ignoring Vbélard’s replications) yields
o : [¢]?, not necessarily finite. Yet, we will show that it has a finite top-winning sub-strategy.
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A game A is a prefix of B if |A| C |B|, and all the structure coincides on |A|. Notice
that [¢]> embeds (subject to renaming) as a prefix of []. Keeping the renaming silent, we
have:

» Lemma 203. For any winning o : [¢], setting

07| = {a € lo] | [al>  [T#1°]}

and inheriting the order, polarity and labelling from o, we obtain o7 : [p]7 a winning
Y-strategy.

Proof. Most conditions are direct. For o7 : []” winning we use that for any 3-maximal
v € €%(07), x € €(0) F-maximal as well: this follows from []” being itself F-maximal

in J¢]. <

As mentioned above, the extracted o? may not be finite! Indeed there are classical
proofs for which our interpretation yields infinite strategies, even after removing Vbélard’s
replications (see Appendix D.2.3). This reflects the usual issues one has in getting strong
normalization in a proof system for classical logic [8] without enforcing too much sequentiality
as with a negative translation.

Despite this, the compactness theorem for propositional logic entails that we can always
extract a finite top-winning sub-strategy. For o : [¢]° any Y-strategy, we denote €7 (o) the
set of V-maximal configurations of o, i.e. they can only be extended in ¢ by Jloise moves —
inheriting all structure from o they correspond to its sub-strategies, as they are automatically
receptive. The proof relies on:

» Lemma 204. Let X be a directed set of V-maximal configurations. Then, Wy 2 (U X) is
logically equivalent to \/ o x W2 ().

Proof. By induction on ¢, using simple logical equivalences and that if x; C x5 are V-maximal,
then Wy 3 (z1) implies Wy p3 (z2). <

We complete the proof. For o : [¢]? winning, by the lemma above the (potentially
infinite) disjunction of finite formulas

V' Wiz (@)

€LY (o)

is a tautology. By the compactness theorem there is a finite X = {x1,...,2,} C €7 (o) such
that \/,cy Wi,p2 (#)[As] is a tautology — w.lo.g. X is directed as €V (o) is closed under
union. By Lemma 204 again, Wy 2 (U X)[As] is a tautology. So, restricting o to events (J X
gives a top-winning finite sub-strategy of o.

Although this argument is non-constructive, the extraction of a finite sub-strategy can
still be performed effectively: >-strategies and their operations can be effectively presented,
and the finite top-winning sub-strategy can be computed by Markov’s principle.
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